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Abstract

Ultrafast Electron Dynamics of Ultrathin Films of
Electrochemical Solvents Adsorbed on an Ag(111) Substrate

by

Matthew Lee Strader
Doctor of Philosophy in Chemistry

University of California, Berkeley

Professor Charles B. Harris, Chair

Ultra-high vacuum (UHV) thin-film interfaces have been used to simulate the
electrochemical double layer for decades. This formulation allowsaniekf
characterization methods to be employed that are incompatible with immersed
electrode systems. Several UHV techniques can provide valuable enarndetic a
structural information to complement immersed electrode results. Udiéstof
electron population dynamics, energy relaxation, band structure and localization
phenomena are commonplace for a large variety of metal-dielectriac#erfising
two-photon photoemission (2PPE). 2PPE can access interfacial electrasastht
track the dielectric response of adsorbed thin films.

Angle-resolved two-photon photoemission was used to study the energy
relaxation, population decay and localization dynamics of image potential Bt&je (I
electrons in ultrathin films of dimethylsulfoxide (DMSO) on an Ag(111) sulestrat
Dynamic energy shifts of 50 = 10 meV and 220 = 10 meV were observed for n=1 IPS
electrons at one monolayer and two monolayer coverages of DMSO, respectively

The difference in energy shifts is attributed to rotational hindrance of theuteie

1



dipole in the chemisorptive first monolayer. The finding confirms the proposed
mechanism for the low differential capacitance of dimethylsulfoxide aemobtal
interfaces in solution. A novel description of the IPS as a surface capaeiamce
formulated to facilitate comparisons with electrochemical systemsreatdi

observation has been made in vacuum to confirm a phenomenon postulated from bulk
electrochemical measurements, and a connection between the fields of UHV and

electrochemical surface science was reinforced.

Professor Charles B. Harris

Dissertation Committee Chair



To the mysteries of the universe
And to my wife,
Both of which make the daily grind

A little more interesting.
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Chapter 1. Overview

Ultrafast spectroscopy permits the study of a wide range of phpstt@sses
on the femtosecond to nanosecond timescale. Many electronic processes occur on this
timescale and can be investigated with visible and ultraviolet radiation. fiSalégi
the phenomena of electron solvation, localization, interband relaxation and etectroni
cooling all occur at timescales which can be studied with ultrafast methods Thes
phenomena affect areas as diverse as the function of photovoltaic devices through the
dynamics of charge injection to the rate of charge transfer readtiaugh solvation
dynamics. Study of dynamic, ultrafast electronic phenomena on a fundamerital leve
yields insight into a variety of physical questions.

The ultrahigh vacuum environment enables the study of ultrafast electron
dynamics at the interface with angle-resolved, two-photon photoemission
spectroscopy (2PPE). An assortment of interfaces can be produced by the deposition
of an ultrathin film (< 10 monolayers) on a metal, single-crystal substrai®/ thin-
film interfaces have been used to simulate the electrochemical doubléolayer
decades. This formulation allows interfacial characterization methodsstofleyed
that are incompatible with immersed electrode systems. However, thegatieatof
thin films in UHV has not been conducted in the context of electrochemical relevance.
Specifically, the ultrafast, interfacial dielectric response of comremtrechemical
solvents can be studied with angle-resolved 2PPE. The following work focuses on the

use of UHV thin films as models for the electrochemical interface in solution.



Chapter 2: Dynamic Interfacial Electronic Processes

2.1 Background

Electronic phenomena occurring in homogeneous materials have been well-
characterized in the literature. However, electronic processes ogcatriitterfaces
between materials are still a subject of interest. The broad rangeeshsytbiat
depend on interfacial electronic processes include the disciplines of elentrsicize
photovoltaics and catalysis. Ultra-high vacuum (UHV) techniques have been
demonstrated to be quite effective for the investigation and characterization of
interfaces. Two-photon photoemission (2PPE) is one such UHV technique employed
to study interfacial electronic processes such as electron population dynan@my
relaxation, band structure and localization phenori&nim 2PPE experiments, the
interface to be studied is often formed by depositing ultrathin films, i.e. 1-10

monolayes (ML), of material on a crystalline substrate.

2.2 Ag(111) Band Structure and Interfacial States

2.2.1 Ag(111) Band Structure

In the current experiments, the substrate used is the [111] face of Ag single

crystal. The substrate band structure and supported electronic statésvarg fer



photoemission experiments and are discussed further. The Ag(111) crystal face has a
workfunction of 4.56 eV. The bulk band structure projected onto the Ag(111) face

results in a 4.15 eV band gap with the valence band edge located 0.30 eV below the

Fermi energy at th& point”® An initially occupied surface state is located 0.12 eV
below the Fermi level® Additionally, a peak is observed from smband bulk

transition and is here referred to as the Miller-McMahon-Chiang (MM® St&?

2.2.2 Image Potential States

The initially unoccupied series of image potential states (IPS’s) sve al
observed in 2PPE experiments from the Ag(111) surface. The hydrogenic progression
of IPS’s arises from the attractive, coulombic potential between amoglexid the
polarization it induces at a metal surface. The IPS binding energy is defined by
Equation 2.1:

E,=——22V .y, (2.1)

_(n+a)2

wheren represents the principle quantum numbgmepresents the vacuum energy
anda represents the quantum defect paramét&xperimentallyn=1 andn=2 image
potential states have been observed at the Ag(111) interface with enel@iés ey

and 0.23 eV below the vacuum energy, respectively. The expectation valnes for
andn=2 IPS electrons are 3 A and 12 A, respectively. Due to the proximity of IPS’s
to the surface, they serve as a useful probe of interfacial electronict@®pad are

the focus of the photoemission experiments reported in this work.



2.3 Angle-Resolved Two-photon Photoemission

2.3.1 Pump-Probe Photoemission

In the current 2PPE experiment, a sub-hundred femtosecond pulse and its
second harmonic impinge upon a silver substrate with a controllable time delay of
femtoseconds to picoseconds between pulses. Figure 2.1 illustrates the relevant
energies and possible sequences of events in 2PPE. Initially, an eleckatet e
(pumped) from below the Fermi level of the metal substrate into an intermeédiate s
by a photon from the first pulse. Subsequently, the electron is photoemitted (probed)
by a photon from the second pulse, and the kinetic energy of the electron is recorded.
A kinetic energy spectrum for a particular pump-probe delay can be formed from a
histogram of ~19photoemission events plotted by kinetic energy. Peaks in the
spectrum correspond to initial, intermediate or final state resonancesorithalable
time delay between pump and probe allows for the study of the intermediatasséat
function of time.

By noting that the second harmonic (UV) pulse is constrained to an energy of
twice the fundamental (vis), UV pumped/vis probed, vis pumped/UV probed, and
virtual intermediate sequences can be identified by a slope of one, two dntaree
plot of photoemitted electron kinetic energy with respect to fundamental pulgg.ener

The binding energy of an intermediate state can be calculated from the pligidemi
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Figure 2.1: An energy diagram is presented depicting the varidss sequences
of 2PPE. A fundamental pulse wavelength of enérggr its second harmonic are
shown exciting an electron from below the Fermi leveL{g to an unoccupied
intermediate (left and middle) or virtual intermediate (righictronic state. The
probe pulse subsequently excites the electron from the intermet@d¢eto an
energy above the vacuum level{fr, which photoemits the electron with a kinetic
energy of k.



electron kinetic energy by subtracting the probe photon energy.

2.3.2 Kinetic Energy M easurement using 2PPE

The kinetic energy of photoemitted electrons is determined with a time-of-
flight (TOF) analysis using microchannel plates (MCP’s), describedvaksre'* The
energy resolution from TOF detection is + 15 meV. Acquisition of kinetic energy
spectra requires tunable UV/vis photon energies to 1) populate the desired
intermediate states, 2) to avoid exceeding the workfunction, and 3) to ascertain the
pulse sequence and, consequently, intermediate state binding energy as described
above. The tunable range of visible and UV photon energies using the current
experimental setup is 1.65 — 2.50 eV and 3.30 — 5.00 eV, respectively. However, the
constraint of the UV photon energy to twice that of the visible becomes important in
congested kinetic energy spectra of four or more feattiréssecond, independently
tunable light source would be of great use to resolve overlapping peaks, especially

when the overlapped features are photoemitted with different pulse seqtfences.

2.3.3 Static Workfunction Deter mination

A contact potential is formed from the workfunction mismatch between the Ag
substrate and the MCP*&. The resulting surface charge will create an electric field
along the substrate to detector axis. The kinetic energy of photoemitted electrons

traveling along this axis will be modified by the electric field. A pog&tiiias is



applied to a wire mesh grid located directly in front of the MCP’s. The bias torrec
the workfunction mismatch and creates a field-free region for electngzl.tra
However, growth of thin films on the substrate modifies the substrate workfunction,
and the applied bias must be adjusted.

The correct, applied grid bias potential for a thin film coverage can be
determined when multiple IPS’s are present. The energy differerwedreimage
potential states and Equation 2.1 can be used to solve for a single quantum defect
parameten under the assumption theavaries insignificantly between image potential
states.’” The vacuum energy can thus be obtained and the grid bias can be determined.
The contact potential shift upon thin film adsorption corresponds directly to the
workfunction shift as determined by the grid bias adjustment, from which a thin film

workfunction can be determined.

2.3.4 Angle Resolved Photoemission

The electron momentum in the plane parallel to the substrate/vacuum interface
(7ik)|) is conserved upon photoemissidnThis parallel momentum contribution to the
photoemitted electron determines the photoemission angle, as shown in Figure 2.2.
When the angle of the detector with respect to the surface nagmakfHown, the
parallel momentum of the electron can be determined from the kinetic eBRry (

Equation 2.2 states the relationship:



detector

/slits

Figure 2.2: The path of a photoemitted electron is depicted regpect to the
substrate-detector alignment. The parallel momentum contribiibon, to the
photoemission angkis shown.



J2meEy
= Lo =K ging (2.2)

n

wheremg is the mass of a free electron. The wavevectpeddent kinetic energy
(Exin(k|)) can be collected at a range of photoemissioreartgl construct a dispersion
relation, expressed in Equation 2.3:

21,2
n°Kj
2m*

Eyin (Kj)) = Exin 0) + (2.3)

wherem* represents the effective mass of the electroharnrttermediate state. The
electron in the intermediate state is coupled ¢odnd structure at the interface, and
its effective mass can differ from that of a fréec&on. Angle-resolved
photoemission allows for determination of the baraks of initially occupied and
unoccupied interfacial electronic states.

Interfacial electrons have been observed to slydogalize in energetically
corrugated environments*® *° An electron in a localized state does not move
significantly in the plane parallel to the surf&and it is consequently nondispersive.
The description of these electrons as plane wavbsanuniquek is no longer
accurate. The wavefunction of a spatially localieéectron can be better represented

as a sum of plane waves as in Equation 2.4:

Yloc = Z Ck” l//k” (24)
k
II

where the coefficients satisfy the normalization condition of Equatiob:2.

:].ZZ:Ck”2 (2-5)
K|



While the photoemission angle does not accuragflgat the momentum of the state,
the distribution of the coefficients does descthredistribution of the localized state

in k-space. Thé&-space width is related to the wavefunction siatrithution in
coordinate space, and a rough estimate of itsceizdoe made by assuming a Gaussian
wavefunction shape. It can be shown that the Gawusll width at half maximum
(FWHM) in coordinate and momentum space are relayea Fourier transform given
by Equation 2.6°

4In2
AXFWHM = AReving (2.6)

2.4 Dynamic I nterfacial Electronic Phenomena

Pump-probe techniques are commonly utilized tdystlynamic processes.
The dependence of observables on the pump-probg éérval leads to insight
concerning the mechanistic details of physical sses. In the case of 2PPE
measurements, a number of observables can bedsaglefunction of time.
Dynamic changes in the population, energy and dsspe of a pumped, intermediate
state elucidate the decay, solvation and locatinatiechanisms of interfacial
electrons.

Temporal measurements are limited by two consigerat The first
consideration results from the translation stagel is delay the visible pulse with
respect to the UV. The stage uses 1 um step se&sgting in minimum pump-probe

delay increment of 6.7 fs. The range of motiotheftranslation stage is 25 cm and
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consequently 1.7 ns, which has never presentedbdepn. The second consideration
is the temporal width of the excitation pulses.e Tisible pulse autocorrelates to a full
width at half maximum (FWHM) of 60 — 100 fs, an@ tdV/vis cross-correlation is
between 100 -150 fs. The width of these pulsegitortes a temporal uncertainty of

at least + 20 fs to all time-dependent measurements

2.4.1 Dynamic Population Relaxation

The absolute intensity of a feature in a kinetiergy spectrum depends on
many factors: intensity, focus, spatial overlap smporal compression of pump and
probe beams, surface and adsorbed layer cleanle@$she non-unity probability of
photoemitted-electron detection by the MCP/eledctassembly. A number of these
guantities change from experiment to experimentcamdbe difficult to thoroughly
characterize, and the absolute intensity is coresgyuof little quantitative value.
However, within a single experiment the experimleapgaratus is quite stable, and
the relative intensity of spectral features coeatluring an experiment reflects the
relative population of various states. Analysipopulation dynamics yields a great
deal of information about population relaxation retsms.

Interband transitions

Populations of electronic states can relax throwagied intraband and
interband relaxation mechanisms, shown in Figu8e Zhe dominant, long-time
population relaxation mechanism of IPS electroribas of tunneling into the Ag

substrate. The other interband transition of egem this work is that of dynamic

11



Figure 2.3: Intraband (dotted) and interband @atiecay mechanisms
of an excited state electron wavefunction (Guassieavepacket).
Unprobed electrons will eventually relax to stdiebbw the Fermi level.
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localization (Section 2.4.3). The relaxation raftéhe transition to the substrate is
affected by a number of factors: the average distaf the IPS electron from the
surface’! the energy overlap of the IPS electronic staté tie substrate band
structuré® and the wavefunction overlap of the IPS electrith the final staté’

The effect of the distance of an IPS electron ftbensurface can be described
in the theoretical framework of the classical rotipltime* Here, the electron is
described as oscillating between the classicalrtgrpoint and the metal surface, from
which it is reflected. The period of the osciltatiis energy-dependent. Calculation of
round trip times for the quantized IPS energiefdgieound trip times proportional to
n°. To restate, the lifetime of IPS’s depends ondistance of the states from the
surface. Such a dependence is found in the IF$fRcAg(111) surface with > 22

The distance dependence of IPS lifetimes aidsdarchiaracterization of
ultrathin films deposited on the substrate. Malsrwith negative electron affinities
will push the IPS wavefunction towards the vacuaterface. Thicker coverages of
material will push the expectation value furth@nfrthe surface, as illustrated in
Figure 2.4. Lifetime effects have been used tshssverage assignment in a number
of studies. Furthermore, a lifetime strongly defet on film thickness is an
indication that the electron resides primarily ba &dsorbate/vacuum edge of the film
and not in the adsorbed lay@ér?* 2°

Population relaxation can also be affected by thistsate band structure. The
Ag(111)n= 1 IPS lifetime £ = 40 fs) deviates from th& dependence of higher

quantum number IPS’s and is longer thanrtke2 IPS lifetime £ = 25 fs)** This

13
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Figure 2.4: The effect of adsorbed ultrathin filofsdifferent thicknesses
on the electron probability density. The film depd is dimethylsulfoxide.
An electron delocalized in the plane parallel te thetal is represented by
the shaded area. Note: Information on the streabfi multilayer DMSO
films is not reported in the literature. Consedlyerthe illustration of
DMSO molecules exposed to the vacuum interfacierright panel is not
meant to imply a true interfacial structure.
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anomaly illustrates the effect that the energy layeof the IPS with the substrate band
structure has on state lifetimes. Image potestaiks wittn > 2 are resonant with the
Ag(111) conduction band while tlme= 1 IPS resides in the band gap. The lifetime of
n=1 IPS electrons are lengthened with respedigteeh quantum number IPS’s by
the lack of resonance with substrate electroniestand the energetic position of a
state with respect to the substrate band struotust be considered when analyzing
population lifetimes.

Population relaxation studies have also identifigdamicmechanisms which
further lengthen intermediate state lifetimes. cEtens can interact with adsorbed thin
films to reduce the energy of the system (Sectidt2®. The interaction is thought to
create a perturbation in the Coulomb potential ciwliorms a tunneling barrier and
decouples the electron wavefunction from the satestt A schematic representation
of this effect is given in Figure 2.5. An inhomogeus distribution of conduction
band electrons in thin films of ice deposited or{X@1) and Ru(001) have shown this
effect. The peak inhomogeneity arises from aidigtion of trap sites which stabilize
the electrons to various degrees (Section 2.A3Jynamic shift in peak energy can
be attributed to differing decay rates between el@sin the inhomogeneous
distribution. Stronger trapping (i.e. larger energlaxation) causes deeper well
formation and stronger decoupling of electron wamefions from the substrate. A
model calculation using a rectangular barrier afalde thickness has been used to

describe this effect in ice thin filnfs.

15



\

Figure 2.5: The unperturbed Coulomb potentialtéttand the Coulomb
potential perturbed by thin film reorganization gti) are plotted as a
function of distance from the surface. The pewtidn creates a barrier
between the electron wavefunction (grey) and thitase at z = 0, through
which the electron must tunnel to decay to the tsates

16



Intraband Transitions

On timescales shorter than the decay of electmtise substrate, intraband
transitions can be observed. Both intraband atedbdand relaxation are illustrated in
Figure 2.3. Intraband relaxation can be understsoelectronic cooling. Excitation
to an intermediate state by a femtosecond lassegrbduces an initially hot
electronic distribution, which is cooled by scatigrevents on the timescale of
hundreds of femtoseconds to the temperature cfutbstrate. The population
dynamics display parallel momentum-dependent msiedcay times as a direct result
of cooling. The population at high parallel monzedéecays rapidly as the hot
distribution cools. In contrast, the populationoat parallel momenta initially rises as
population is transferred from higher momentumestatWhenever population decay
to the substrate occurs on a comparable or loirgestale than electronic coolify),
the effects on population dynamics are observenweder, quantitative
characterization of cooling timescales has proné@ctable when multiple interband
relaxation mechanisms (i.e. localization and deodie substrate) and/or energy

relaxation are presefi.

2.4.2 Dynamic Energy Relaxation

Dynamic energy relaxation of interfacial electréwas been extensively studied
at thin-film dielectric/metal interfacés Energy relaxation in solution had been
studied previously using fluorescent dye molecales excess electrons, for which

theoretical models have been develofledhe time-dependent response of the

17



solvent coordinate to a local change in the chdisgeibution is termed solvation and
affects reaction dynamics in solution and at istee&’> > The macroscopic dielectric
response can be insufficient to describe the sSolvaesponse, and microscopic
details of the system might need to be considerea¢urately reproduce
experimental results, especially at short (ps) sitaées. An empirical functional form
has been widely used to fit energy relaxation dasolution. The function is a sum
of a half-Gaussian and multiple exponential de¢ayshe exponential relaxations fit
the diffusional response, which results from lasgale solvent restructuring and
motion, and the Gaussian component fits the idegsponse from fast, small-
amplitude reorientations. The timescales for enpestaxation in solution range from
femtoseconds to nanoseconds.

Research on solvation in polar, bulk liquids haisled the interpretation of
solvation by dielectric thin films adsorbed on metzbstrates. However, differences
between thin film interfaces and bulk liquids restquantitative comparisons.
Studies of interfacial thin films typically invegtite coverages under 20 A thick in the
surface normal direction, and electronic intermtedgtates are essentially two-
dimensional. Also, the growth of stable thin filfnem polar solvents in UHV
conditions requires temperatures 100 — 250 K belawent freezing points. Both
considerations complicate comparisons of solvadgmamics between environments.

Solvation by thin films has been observed in 2PREsarements as a dynamic
shift in electron kinetic energy. The lack of eéteaic degrees of freedom for
electrons in IPS’s implies that a dynamic kinetiergy shift must result from

interactions with the surrounding environment. @rethod of interaction with the

18



environment is that of solvation by the thin fillBolvation manifests itself as a
dynamic, local workfunction shift, which reduces #mergy of the intermediate state
electron®® 3! Consequently, the IPS proves a useful probeeofayer’s time-
dependent dielectric response.

The energy relaxation of IPS’s due to solvatiothat film interfaces has been
described with a variety of functional forms indlugl Gaussian, exponential and
linear components and is highly material spedifiurface roughness of the thin film,
polarity and dipole density have been shown tocattee solvation response, and
solvation has been observed in nitriles, alcotalg@nes and other systefhs.

Observation of solvation with 2PPE is commonlydweted by acquiring
kinetic energy spectra at a range of pump-probaydéhes and a fixed substrate-to-
detector collection angle, as depicted in Figue Zhe collection angle determines
specific combinations df| andEx» which reach the detector to form the kinetic
energy spectrum. The acceptance conditions astriited by the shaded slice in
Figure 2.6.At a fixed angleany dynamic energy relaxatiofHy,) is accompanied by
a shift in the parallel momentum of the electromsol reach the detectof k).

These shifts can be significant in typical systei@slvation with a magnitude of

0.2 eV observed with electrons of an initial kinethergy of 1 eV is common for thin
films of small, polar solvent. This kinetic energy shift results in a corresgogd
20% decrease iobserved. Consequently, it is impossible to collect, formple,
population decay dynamics of electrons with a djmekj at a fixed, nonzero

collection anglavhen moderate to large solvation is presefixed-k| population
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Figure 2.6: The kinetic energy,) of a nondispersive state is
illustrated as a function of parallel momentuky))(before and after

energy relaxation. The sample orientation witlpees to the detector
determines the combinations lof andExin which are collected. A

nonzero collection angle is displayed by the gnegth. For a fixed,

nonzero collection angle, any energy relaxatiorseaw shift in the

observedrarallel momentum.
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decay dynamics would require a prior knowledgehefttme-dependent energy
relaxation and readjustment of the collection amaglevery pump-probe delay to
compensate for the shift, a process which woultiprtively increases data collection
time. A method to extragtspace dynamics from dynamics collected at multiple
fixed collection angles has not been directly psgabin the literature. However,
simulations have been used to reproduce fixed-aadie-angle dynamics from which
k-space dynamics can be extract®dHowever, the accuracy of the predictions is

necessarily limited by the accuracy of the simalaassumptions.

2.4.3 Dynamic L ocalization

Interfacial electron localization is of fundamentderest in a variety of
contexts and has consequently been well studietHivi-grown thin films!® 2% 333
Electron localization is the first step in charggction into a range of semiconductor
devices® and it is also a process important to reducticheelectrochemical
interface?’ In angle-resolved 2PPE measurements, electratization is observed
as a dynamic shift in the effective mass of arrinesliate electronic state.

The energy of a nearly free electron is lower ttineat of a localized electron.
Dynamic localization from an initially delocalizethte is not energetically favorable.
Formation of a stable, localized electronic statstive accompanied by an interaction
with the environment that lowers the energy ofltwalized state with respect to the

delocalized state to overcome the energy costaafilcation. As a result, localization,

and the timescale on which it occurs, is sensttivilie composition, structure and
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dimensionality of the surrounding environment. tlin film interfaces, energetic
stabilization can be provided by static traps otigh dynamic self-trappir.

Static energy traps have a range of sources. @tdbsbughness and low
symmetry metal surfaces (i.e. Cu(775)) have besprobd to cause localization of
electrons® The source of static traps can also result fieerthin film. In a
monolayer of buckminsterfullerenedgfdeposited on Cu(111), the charge transfer to
the layer is large, and the energy landscape f®uitly corrugated to energetically
favor localization of image potential state elea The previously mentioned traps
are periodic or crystalline in nature, but statéps can also occur at defects. Defects
can arise in amorphous thin film coverages, wheeeandom alignment of molecules
and molecular dipoles can create a rough potdatidscape for electrors.

In addition to static traps, interaction betweentttin film and the electron can
dynamically induce the formation of trap siteseredd to as self-trappirig. In
systems with moderate to large solvation, conctitcaalization is to be expected.
The localization of charge density around a fewaunoles in the thin film enables
maximal interaction and energy stabilization betw#ee electron and the thin film.

The primarily two-dimensional character of thimfiinterfaces can affect
localization behavior, as seen in a NaCl bilaygrodéed on the Cu(111) surface.
Conduction band electrons are conclusively showegale in the NaCl layer and to
dynamically localiz€! The localization is attributed to small polaronrhation. The
localization phenomenon is quite unusual, as eladbcalization is not present in
bulk NaCl crystals. Previous studies have indit#te increased deformability of

thin films with respect to the bulk crystél.Both the increased deformability and the
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reduction of the band width in NaCl thin films gm@posed as caused for the small
polaron formation in thin films that is absent wlbNaCl. The study serves to
underscore the important differences between enteaf and bulk processes, which
results from the reduced dimensionality.

A localized electronic state appears as a nondisfefeature in 2PPE
experiments. Because electrons are excited frdotaeed, valence band electronic
states, intermediate state electrons are expextael initially delocalized.
Nondispersive features observed at instantaneaupjpuobe time delays are
interpreted as dynamically localizing on a timesdakter than the instrument
responsé. The timescale for this localization implies akiaf dynamic interaction
with the surface nuclear coordinates and restifiet$ormation of a localized state to
interactions with static trap states already preaethe interface prior to electron
excitation. Hence, electrons observed in inititdlyalized states are referred to as
statically localized

A dynamically-localized electronic state is not @hv&d at instantaneous
pump-probe delay times. The populations of noretspe features corresponding to
dynamically-localized electronic states grow iredsnction of pump-probe delay
time with rise times of tens to hundreds of femtosels. Dynamic localization from
an initially delocalized state can arise from dymaself-trapping, migration to static
traps or a combination of both mechanisms. Thehar@sm of localization might be
accessible if the localization rate were knownuacfion of delocalized state parallel
momentum. However, the separation of 1) intrabvatakation within the delocalized

state, 2) momentum-dependent interband relaxatitimet localized state and 3) decay
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to the substrate has proven to be a challenginggroand remains unsolvéd.
Regardless of mechanism, dynamic localization seoled in a number of systems,

and it remains of fundamental interest as a ftegh ¢ charge injection.

2.5 Conclusion

Physical processes occurring at the interface faea quite different than the
behavior in bulk. Intermediate electronic stateqarticular image potential states,
are quite sensitive to the environment at the fiatex Two-photon photoemission
provides a method to populate intermediate statdhserve their dynamic
evolution. The interconnected dynamics of the elisjpn, population and energy of
interfacial electrons in thin film interfaces yieddgreat deal of insight into the physics
occurring at interfaces. The UHV, angle-resolvB®E technique is quite versatile

and can investigate these dynamic properties ¥ada array of interfacial systems.
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Chapter 3: Experimental Apparatus

3.1 Overview

Ultrathin film growth and characterization req@ir@number of specialized
techniques and methods. While the experimentarays has been discussed in
detail by other sourcé$,'” **some aspects pertain directly to the contenthisf t
thesis. In addition, | have installed and modifiddmber components to extend
measurement capabilities. Other aspects of tharajys, which affect data collection

and interpretation, have only recently become fufigderstood and are discussed.

3.2 Ultrathin Film Deposition

Exposure of the Ag(111) substrate to a flux ofewales can result in
reproducible ultrathin film growth when the substreemperature is sufficiently low
to permit molecular adsorption. The selection etlmd, by which the flux of
molecules is generated, depends on the vapor peesttne desired adsorbate. Two
methods of flux generation are available in theenitrexperimental system.

The first method, sample line dosing, is idealdabstances with a high roem
temperature vapor pressurel(torr). First, the substance of interest (ads@lis
transferred to a glass bulb in a nitrogen enviramraed attached to a high vacuum

line (~5x10’ torr). Freeze-pump-thaw cycles can be performedrove residual
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impurities from the adsorbate, and adsorbate paoatybe verified by a quadrupole
mass spectrometer in the main UHV chamber (Se8ti®n The vacuum line is filled
with the vapor pressure above the adsorbate ibulle The main UHV chamber,
containing the Ag(111) crystal, is backfilled frahe vacuum line via a variable leak
valve. By recording the main chamber pressureexpdsure times, dosing can be
recorded in units of Langmuir (1 Langmeitl ptorr X 1 S).

The second method, epitaxial dosing, is ideas&nples with both low room-
temperature vapor pressurasofr or less) and substantial vapor pressure$ {a0)
when heated. A crucible containing the sampleasléd into an effusion cell,
described elsewheféwhich is subsequently evacuated td 10 10° torr. Heating of
the crucible provides the vapor pressure necessastablish a flux of molecules. A
line-of-sight path is established to the sampler@maoval of a shutter, by which
dosing can be regulated. Flux can be adjustedabying the crucible temperature up
to a maximum of 1500 K.

Notable limitations are placed on sample seledtipoonstraints of current
dosing methods. An intermediate range of room-gFatpre vapor pressures exists
betweenutorr and torr, for which no suitable dosing metli®mgresent. Dosing from
the sample line can be extended to slightly lowesgures by mild heating of the
glass bulb. However, both condensation in the saime and preferential
vaporization of impurities are likely. These etiefirmly limit sample vapor pressure
to a minimum of mtorr, and reproducible dosing @iuae sample becomesgtremely
difficult at sample line pressures as high as 45@rm Epitaxial dosing can be

extended to samples with slightly higher press(ré6* torr), but samples
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completely sublime from the crucible in a day @sle The time constraint precludes a
bakeout of the effusion cell, which increases thial pressure of impurities within
the cell. The rapid sublimation of sample and latk bakeout affect the
reproducibility and purity of epitaxially grown lags in this pressure range.
Additionally, not all low room-temperature vagmessure materials are
suitable for epitaxial dosing. The temperatureylsicth samples decompose, sets an
upper limit on crucible heating. Many materialsra have sufficient vapor pressures
for epitaxial dosing at any temperature below theed of decomposition. Finally,
materials which decompose upon exposure to aiongnbe dosed via the sample
line. No method or simple upgrade exists to loademals into the effusion cell while

constantly in an inert atmosphere.

3.3 Mass Spectrometer

3.3.1 Default Specifications

The mass spectrometer was replaced during my graeork. The
replacement marked a major upgrade in our sampllysie capability and facilitated
the conduction of thermal desorption spectroscoymeements (Chapter 5). The
selection of a mass-to-charge ratio to observearaanually accomplished process
with the old mass spectrometer, which took ~1 secddata logging was also
manually accomplished. Finally, the unit could betinterfaced with a modern

computer for data logging, automated control, erdpnchronization of data logging
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with other measurements. Acquisition of a full mtagmentation spectrum was time
consuming and tedious.

The new mass spectrometer is a Stanford Resegstén® Residual Gas
Analyzer 300 (SRS RGA 300). It utilizes a quadiepaass filter to select mass-to-
charge ratios to monitor. The RGA 300 is contly Windows or Labview
software packages provided by SRS. Data loggiadsis performed by the software.
Acquisition of a low-noise mass fragmentation pattekes on the order of 15s. The
data sampling rate for acquisition of a specificssto-charge ratio is ~100 ms. The
speed of acquisition greatly simplifies an evalaif the cleanliness of the main

chamber and adsorbates from the sample line.

3.3.2 Modificationsfor Thermal Desorption Spectroscopy

Thermal desorption experiments require the deteaf small amounts of
material. To achieve adequate sensitivity for sudnolayer resolution, the mass
spectrometer must be in within millimeters of thenple. The default configuration
of the RGA 300 allows for a chamber penetratiortldep~3.75 cm. The manipulator
arm on which the Ag substrate is mounted is inclgpatplacing the substrate near
the mass spectrometer. A standard modificatiomajléd in the RGA 300 Operating
Manual, was employed to achieve a maximum penetrati 17 cm and allow for
thermal desorption measurements. The modificasidfustrated in Figure 3.1. The
guadrupole Cover Nipple is removed from assembhjclwvallows the 2.75 in CF

flange further from the ionization tip to be attadito vacuum chamber. The
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Quadrupole /
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Figure 3.1: The quadrupole mass spectrometeoisrsim its default
configuration (top) and after modification (bottam)The Cover
Nipple (dotted) has been removed and replacedthlshield tube
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guadrupole control electronics are initially cadited in the presence of the Cover
Nipple, which contributes to the overall capacigaon€the system. Therefore, a 1/8 in
thick, steel type 316 shield tube is used to stuistfor the capacitive effects of the
Cover Nipple. The shield tube was welded to a-kemgth adapter by the UC
Berkeley Chemistry Department machine shop. Aftermmodification, the ionization
tip is unfortunately still located several centierstfrom the Ag substrate. A
decreased tip-to-substrate distance for additiseasitivity could only be achieved
with the purchase of a new mass spectrometer atrsid manipulator arm.

Initial desorption experiments indicated that neales desorbing from the
sample mount contributed significantly to the olsedrsignal and could obscure
desorption from the Ag(111) surface. A standatdtgm, the Feulner cup, has been
reported in the literature, which surrounds thézation tip* The cup serves as an
aperture which blocks contributions from the sammpéint when placed in front of
the Ag crystal. Ideally, the cup should be cord from a chemically inert material
such as glass, so that molecules that collide thétcup interior wall prior to
ionization do not react. However, the charging@ gfass surface within the UHV
chamber would prohibit reproducible photoemissi@asurements. Therefore, steel
type 316 was also used for the Feulner cup. Thascsecured to the shield tube by
three set screws. Both the sample mount and Fetuipeare illustrated in Figure 3.2
and Figure 3.3. A snug fit between cup and shigdbe was ensured by simultaneous
construction of both components.

The flux of molecules through the aperture dudegorption creates an

elevated local pressure of fragmented productsmitite Feulner cup and shield tube
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Figure 3.2: Front (top) and side (bottom) viewdhs Feulner cup are
diagrammed. The cup itself is hollow and cons&dctrom 1/8'in
steel.
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Screw

Screw

Ag

Figure 3.3: The sample plate is shown in relatiothe Feulner cup from
a front (top) and side (bottom) view. The locatwinthe aperture and
prongs are represented by the dotted lines in theerupanel. A
minimum separation is created between the apedndecrystal by the
prongs, as shown in the lower panel. The samjge ahd cooling block
have been omitted for clarity.
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assembly. Without additional venting channels,ahky pressure releaseback
through the Feulner cup aperture. Backflow ofinegted molecules would interfere
with and unnecessarily broaden desorption peakse€elvents were added to base of
the shield tube at the time of Feulner cup indialteto provide additional pressure
release channels. The vents are bored in thedshie¢ over the ion detection portion
of the mass spectrometer to minimize changes todpacitive environment near the
quadrupole.

The function of the Feulner cup prongs is illustdain Figure 3.3. The prongs
were designed in response to concerns that theysgat might incur damage if it
were to scrape the Feulner cup from human errsainple positioning. The safety
prongs ensure a minimum separation between théateysd the aperture. Ideally, the
prongs would have been located above the aperiure.configuration would allow
for quick, visual alignment of the substrate wigispect to the aperture by
symmetrically centering the prongs around the upperple mount screw. However,
the typical repositioning of the sample manipulaton involves the raising of the
crystal with respect to the Feulner cup (in therdote system of Figure 3.3). Safety
prongs positioned above the sample would therefgreesent a significant crystal
scraping hazard in the event of an errant realignipvehile safety prongs positioned
below the sample pose relatively little risk asiaction of user error. In response to
this risk, the safety prongs are located belowaiberture.

Initial determination of manipulator arm settingas achieved during
installation when the chamber was at atmospheéssorre. The zero-length adapter

with the shield tube and attached Feulner cup nstalied prior to the insertion of the
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mass spectrometer. By centering an eye with réspéise zero-length adapter hole,
the correct horizontal and vertical position of tngstal could be established with
respect to the aperture. The crystal tilt anglesevestablished by utilizing the

reflection off of the Ag crystal.

3.4 Substrate Temperature Control

The method of Ag substrate temperature controlmadified during my
graduate work. A thermocouple in contact withghbstrate monitors its temperature,
and a resistive heating element underneath thelsatgvates sample temperature
from room-temperature or from a cryogenically cddb@ase temperature. These
components are described in detail elsewhere arelriat been modifiet!.

The old method of temperature control utilizedzamotherm 815
Programmer/Controller. The Eurotherm 815 was adstdone unit that accepted K
Type thermocouple input from the substrate thermpla An internal algorithm
determined an appropriate output voltage. Theuwiuwtpve a Kepco variable power
supply, which output power to the resistive heaglggnent under the sample. The
signaling and feedback process is illustrated gufg 3.4.

The new method of temperature control is to repthe Eurotherm 815 with a
custom PID control algorithm run from a personahpater. The design theory of the
PID algorithm is discussed extensively in Chapteirbthe new configuration, the
thermocouple output is connected to a Nationallinsénts SC-2345 Signal

Conditioning unit configured for K Type thermocoephput. Software provided with
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Figure 3.4: The input and output of temperatunetrad components
are represented by the labeled arrows. The compoabéeled

temperature controller had been the Eurotherm Bidbwas replaced
with a National Instruments Signal Conditioner cected to a PC.
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the SC-2345, written in Labview, provides the levél functionality for execution of
basic tasks from a personal computer: readingertocouple contact potential from
the unit and outputting a voltage from the unihu3, the SC unit provides the same
input and output as the Eurotherm 815.

The replacement of the Eurotherm 815 with the A@d SC-2345 allows for
easy data logging of temperature as a functiomw,twhich can be synchronized to
other PC-controlled instruments. Additionally, f@mature control programs and
algorithms are more accessible and customizableodang of Labview programs.
However, the replacement of the Eurotherm 815 isvithout drawbacks, as the
increased flexibility of a PC is accompanied by@&ased complexity. A PC is much
more prone to system crashes, driver compatibgyes and operating system or
software upgrade incompatibility issues, which espnt non-trivial concerns. The

Eurotherm, in contrast, functioned as a reliabéeblbox.

3.5 Ultrafast Laser System

The laser system used to collect 2PPE data hasdesenbed in detail
elsewheré® The relevant features are a laser that generai&fs FWHM pulses at
200 — 250 kHz of tunable wavelengths from 490 —7#0 These pulses are
frequency doubled, producing ~10 nJ and ~20 nkplty the frequency double and
residual fundamental wavelengths, respectivelye flindamental (vis) pulse is split
from the second harmonic (UV) pulse by a dichroicon and delayed by a

translation stage with one micron (6.7 fs) step sizprovide temporal seperation.
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3.6 Systematic Error in 2PPE Dynamics: A Ghost | mage

A systematic error was discovered in the methgdytich pump-probe
dynamics were collected, during my graduate wdrke error produces an artifact in
pump-probe dynamics, which appears as a featuhepejpulation, energy relaxation
and/or localization dynamics. The artifact affebis interpretation of dynamics
collected prior to the discovery. All data presehin this work was either collected or
reproduced after implementing corrections for tystesnatic error. Evidence of the
artifact can be found in dynamics dating back sybar 2000, and dynamics

published in a journal article contain the artdidieature.

3.6.1 History of Symptoms

The history of the symptoms leading to the eventiggnosis of the
systematic error is briefly outlined. It is hopdt a critical discussion of the
diagnostic process will 1) aid in the interpretata¥ previously collected data, 2) aid
in the detection of the error, should it arise agand 3) most importantly, spare
future researchers from wasting a great deal af tnpresenting practices that are
generally applicable to an analysis of data actjoismethods.

An odd phenomenon, displayed in Figure 8.&as observed in acetonitrile
thin films in 2000. At time delays when nearly @iiotoemission signal had ceased,

sudden recurrences of intensity were detectedesirgption of the phenomenon was
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Figure 3.5: Time-resolved dynamics of acetonitnienolayers grown on
Data was not collected at delayswbél fs on some days,

various days.
The recurrescenly visible

which appears as a sharp drop-off.
intermittently, despite similar layer growth conalits.
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not present in the literature. Within an experimére intensity profile was quite
reproducible and not due to fluctuations in laséensity. However, as evidenced by
Figure 3.5, the same dosing procedure, repeatedudtiple days, failed to reliably
reproduce the long-time recurrences.

A small air leak was detected in the sample lirermass spectroscopic
analysis in 2002. It was hypothesized that thk leoduced contaminants which
were co-dosed into ultrathin films. Water repreésdrithe atmospheric component
most likely to co-adsorb with small, polar alcohatg] nitriles. The source of the
recurrences was tentatively assigned to water oon&ion. While the assignment of
a mechanism for population recurrence was impegt@déscarcity of mixed-
component thin film studies, the theory of inadgettcontamination satisfactorily
explained the day-to-day irreproducibility of trexurrence. It was at this point that |
began research in the Harris lab.

An accurate characterization of the relative catregions and locations of
components within a mixed-component thin film wasessary for a scientific
investigation of recurrences. This phenomenonigeal/the impetus and personal
motivation to add thermal desorption spectroscapgtionality to the UHV chamber.
Mixed alcohol/water thin films were grown and claesized by 2PPE and thermal
desorption spectroscopy. While | could easily pidrecurrences in mixed thin
films, an extensive range of experiments showedapendence of the recurrence on
the water concentration in the thin film. The tesmotivated a long-time dynamics
scan of clean Ag, in which the presence of therreage was detected on a verifiably

pristine Ag(111) surface. The results of one skedn are presented in Figure 3.6.
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Figure 3.6: A dynamics scan of the clean Ag s@fasing a
probe wavelength of 705 nm and collected at a lgiag 0.56 V
more positive than the correct clean Ag grid bidhe surface
state is visible at -0.4 eV, and inelastic scattgns visible at
lower energies. A ghost of the primary image iensat 400 fs
which captures both the surface state and inelsstitter features.
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The dynamics of electrons at bare metal surfaces well-known, and no mechanism
could plausibly explain the recurrence phenomenadheaclean Ag(111) interface. |

concluded a systematic error must be the souroecafrences.

3.6.2 The Probe Pre-pulse and the Ghost Phenomenon

A low-intensity femtosecond pulse of light centeeround a wavelength of
800 nm was subsequently discovered to temporadiggute the probe pulse by 500 fs
to 800 fs. The pre-pulse originated from the uweoted residual intensity of the
800 nm input pulse that powered the optical paramamplifier (OPA). The
temporal delay of the main probe pulse resultechfiioe positive chirp of optical
components within the amplifier. The complete eadf the pulse exiting the
amplifier in frequency and time is illustrated ilg&e 3.7.

The perturbation imposed on dynamics scans byuthisual pulse profile is
highly analogous to the phenomenon of ‘ghostinginalog television sets. When a
portion of a transmitted RF television signal tiawelonger path to the receiving
antenna after reflection from a large stationafjgctor land feature, a faint,
horizontally-shifted, superimposed duplicate of phnienary screen image is seen. The
phenomenon presumably takes its name from the t#aroe of semi-translucent
television images of human forms, resulting from delayed signal, to the
conventional description of ghosts in fiction.islimportant to note that, except for the
temporal and intensity offsets, the ghost imagddstical to the primary image. The

same observation is true for 2PPE dynamics: thpdeally-offset, less-intense,
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Figure 3.7: The pulse profile in energy and tinseiliustrated.
Intensity is indicated by the shading. The dotieds denote the
lower limits to which the pulse is characterizedeotaily basis.
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Figure 3.8: The probe pulse intensity is displageda function of
time. The time axis is defined such that a timé® aforresponds to
temporal overlap with the pump pulse (not shownyl positive time
corresponds to a probe delayed with respect tpungp. At a large
enough positive delay, the pre-pulse is temporaligrlapped with
the pump pulse.
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superimposed, ghost 2PPE dynamics resulting frenpt-pulse exhibit the same
peak widths and population, energy relaxation acdlization dynamics as the
dynamics resulting from primary probe pulse.

The mechanism, by which a pulsecedingthe primary probe pulse generates
signal at time delay®llowing pump-probe overlap, is not immediately intuitive.
Figure 3.8 illustrates the circumstance. The taxis reported in a 2PPE dynamics
scan is the delay between the pump and primaryepgpatses. The axis is referenced
to the time delay of temporal pump-probe overlapast = 0. At a primary probe
pulse delay of O fs, the probe pre-pulse arrivesdglay of -500 fs. When the primary
probe pulse is moved to a delay of +500 fs, theppitse arrives coincident with the
pump and generates 2PPE electrons. Thus, photsiemsgnal is detected at a delay
of +500 fs, but it must be remembered that the tielay references the primary
pulse, not the pre-pulse. Consequently, pre-pydssduce photoemission signal at

positive pump-probe time delays.

3.6.3 Pre-Pulse Detection and Elimination

Relatively few techniques for pulse profile chaeaidation are available or
generally needed for the current experimental agpsy and the existence of the pre-
pulse remained undetected by several researchierdgomy work. Autocorrelation
suffices for day-to-day dispersion compensationstdjents, and the removal of the
pre-pulse does not measurably affect the autoetectpulse width. A visible

wavelength spectrometer is used to measure thelevath of light generated from

44



the optical parametric amplifier, but the colleatiindow was rarely set to larger
than 50 nm. Finally, clean Ag(111) dynamics akemteat the beginning of all
experiments to verify surface cleanliness and ekagump-probe cross-correlation
width. However, the Ag(111) electron dynamicswae#-known and short!
consequently dynamic scans of the clean Ag suraety exceeded pump-probe
delays of 300 fs. The typical day-to-day pulserabterization ranges in both
frequency and time are labeled in Figure 3.7 assassl by pump-probe dynamics and
the spectrometer.

The pre-pulse was simple to remove once its existbad been discovered. A
prism compressor is used to compensate for posiliirp accumulated in the optical
parametric amplifier. As shown in Figure 3.9, fregcies of light are spatially
dispersed within the compressor assembly. A dddtex was subsequently inserted
to block the pre-pulse at 800 nm and prevent ghgstiThe spectrometer is used daily
to verify that the entirety of the pre-pulse hasrbterminated. Alarmingly, the pre-
pulse can constitute up to a third of total pulee/gr. The retroreflector in Figure 3.9
is quite small (1.26 cm) and often functions agdditional spatial filter. The day-to-
day fluctuations in alignment through the compressm sporadic termination of the
800 nm light by the retroreflector explain the dayday irreproducibility of ghost

artifacts in dynamics.

3.6.4 Identification of Artifactsin Previously Collected Data
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Figure 3.9: The paths of rays of various wavelesgire traced through
the prism compressor. Initially, all wavelengthe a&ollinear. Spatial
dispersion allows the insertion of a spatial filter block the reddest

wavelengths.
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Without interference from features generated leypimary probe pulse, ghost
features can be easily identified in 2PPE dynamidentification of ghost features is
primarily useful in the evaluation of 2PPE dynando#iected prior to discovery of the
pre-pulse. The energy shift between a featurdatarghost corresponds to the energy
difference between the primary probe photon enargithe energy of a photon with a
wavelength of 800 nm, that is 1.55 eV. The temipaffaet of ghost features is
characteristically between 500 fs and 800 fs. t&haevavelengths pass through optical
components in the OPA more slowly than longer wavgths; correspondingly, when
the OPA is tuned to bluer wavelengths, the deldayéen the primary pulse and the
pre-pulse is observed to be larger than when ttmeedlder wavelengths.

Additionally, the ghost dynamics are qualitativalyd quantitatively similar to
primary dynamics, in analogy to ghosting in telensreception. Quantitatively, the
number of peaks, peak widths, population relaxadymamics, energy relaxation
dynamics and localization dynamics are the samprforary and ghost dynamics.
Qualitatively, the quantitative aspects combinertate distinctively similar shapes
for primary and ghost features in contour plot2®PE dynamics. The ease of ghost
identification by shape is shown in Figure 3.10eveéhalcohol ultrathin film dynamics
with ghost features, published in JPC B, are cosgpty DMSO ultrathin film
dynamics without ghost featur&s.

Unfortunately, the combination of strong dynamicdlization and solvation

result in an energy shift and population recurresigelar to ghost dynamics. While
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Figure 3.10: The similarity in shape of the longé feature with respect
to the primary feature is evident in panels a) BndThe long-time feature
in panel c) is quite different from its primary feee. Panels a), b) and c)
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DMSO, respectively.
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the quantitative and qualitative criteria can efiate ghosting as ttsmlesource of
dynamics in these systems, the only way to ascettiai ghosting does not contribute
to dynamics in these systems is to repeat the impets with the pre-pulse blocked.
For instance, the entirety of data collected infiZée4 was retaken after discovery of

the pre-pulse to eliminate the potential contribmutdbf ghosting.

3.6.5 General Application to Data Collection M ethodology

The preceding discussion would be somewhat rewitegut a reflection on
generalized, scientific practices which could hbgen used to more quickly identify
the collection of erroneous data. When an obsé&athibits such unusual behavior
that further study is merited, it is useful to ffirgorously verify correct instrumental
function. An invaluable tool to troubleshoot ampexmental technique, which was in
this case neglected for years by many researdbselse study of a well-characterized
reference samplender the relevant experimental conditiorialthe present case,
2PPE dynamics were taken on a regular basis onssteflerence material, the clean
Ag(111) surface. However, the reference mategiahchics were never extended to
pump-probe delay times relevant to the phenomehaomnevest, i.e. recurrences on the
> 500 fs timescale. Dozens, if not hundreds, peexments were conducted to
investigate the nature of recurrences by multipgearchers, and at the beginning of
every experiment, the explanation for the phenoméayp 200 fs further in time than

our characterization of our reference materialsHart, infinitesimal lapses of
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scientific rigor can result in dramatic misintejatéons of results, and thpgoperuse

of a reference material is an invaluable tool.
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Chapter 4: The Ultrafast Dynamics of | mage Potential State

Electronsat the Dimethylsulfoxide/Ag(111) I nterface

4.1 Introduction

In electrochemically relevant systems, interfacegbacitance affects signal
collection and heterogeneous charge trart§f&r.Charge accumulation at the contact
surface occurs when materials of dissimilar chehgpiotentials and/or applied voltage
biases are unable to attain electronic equilibrilbirough interfacial charge transfer
(i.e. conduction or faradaic current). Chargeasexl by an electrolyte concentration
gradient and dielectric solvent reorganizationf@dolution side of the interface and
by electron accumulation at the electrode surfades system is commonly referred
to as the electrochemical double layer. The chsigmge properties of the double
layer can be described as capacitor-like in natuitl, the notable deviation from a
classical capacitor being the potential-dependapacitance. A standard definition
describing double layer capacitance is the difféaénapacitance (§ and is given in

Equation 4.1 in terms of the surface charge (Q)applied potential (V?
Q
C =_= 4.1
a(v) eV (4.1)

Several models of the electrochemical double lageluding the Helmoltz, Gouy-
Chapman, Gouy-Chapman-Stern and jellium descripti@ve been used to varying
degrees of success in the study of interfacial @ggece, spanning over a century of

research®>*
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Dimethylsulfoxide (DMSO), a common electrochemmalvent, exhibits an
uncharacteristically low differential capacitan¢aable metal electrodes (7-
10 uF/cnf over a 1.5 V range including the potential of zemarge). Similar, polar,
high-dielectric constant electrochemical solveris show differential capacitances
much higher (5@F/cnf for acetonitrile under identical experimental citiods)>°
DMSO interacts chemisorptively with noble metalfaces>®> Both the oxygen and
sulfur sites interact strongly with the metal taisa displacement of electrolytes and
other solvents from the surface in solution. Hnederotation of the DMSO dipole has
been proposed to reduce the interfacial DMSO resptmpotential changes and
lower its interfacial capacitance,*®in accordance with established double layer
theory®’ As we will demonstrate, this mechanism can beodiy tested by comparing
the dielectric response of the chemisorptive moreslavith that of various multilayer
coverages using two-photon photoemission in aa-hilgh vacuum environment.

Ultra-high vacuum (UHV) thin-film interfaces havedn used to simulate the
electrochemical double layer for decaded his formulation allows interfacial
characterization methods to be employed that a@patible with immersed
electrode systems. Several UHV techniques carigeasaluable energetic and
structural information to complement immersed etet# results. However, vastly
different conditions in the immersed electrode &itl/ environments, including
disparate temperature ranges and variations iacirhorphology, can make
extraction of relevant data difficuif. Despite these limitations, numerous studies
have shown relevance of electrochemical informagicressible from UHV

interface?

52



4.2 Experimental

Sigma-Aldrich anhydrous grade DMSE&080.9% DMSO<0.005% water) was
transferred to a glass bulb in a nitrogen enviramraed attached to a high vacuum
line (~5x10’ torr). Multiple freeze-pump-thaw cycles were peried to remove
residual impurities, and DMSO purity was verifiegldquadrupole mass spectrometer
in the main UHV chamber. The main UHV chamber aombg the Ag(111) crystal
was backfilled with DMSO from the vacuum line vigaxiable leak valve. Main
chamber pressure and exposure times were rec@dedlosing is reported in units of
Langmuir (1 Langmuie 1 ptorr x 1 s). All reported ultrathin films were dmbat an
uncorrected pressure of 3.5¢1®rr. Substrate temperatures of 210 K and 200 K
were used for monolayer and thicker coverage grometpectively.

The Ag(111) single crystal was prepared prior toSMexposure with Aion
sputtering (500 K, 500 eV, 5xfaorr) followed by annealing at 725 K in an UHV
environment. Surface quality and purity could kbefied by LEED and Auger
spectroscopy as well as 2PPE dynamics scans.

A background spectrum was acquired at 3.3 ps apitesied from all time-
dependent spectra to remove single pulse photoemisgechanisms (i.e. UV-UV,
vis-vis-vis). 2PPE spectra were collected with @lasgths 720 nm or longer to avoid

significant one-photon photoemission.
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Figure 4.1: The dynamics of the n=1 IPS are disaafor 1
ML (left column) and 2 ML (right column) coverageDMSO
on Ag(111) at signal collection angles of 0° and®.24
Photoelectron signal intensity is indicated by shgd
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4.3 Results

Kinetic energy spectra were corrected for inelastattering using the Shirley
function® a background subtraction method originally appties-ray photoemission
spectra and later extended to UV and visible phoission datd® *> The Shirley
function effectively removes the low-energy inalasiil, evident in Figure 4.2
spectra, and the resulting lineshape asymmetrgusity one free parameter: a
proportionality constant. All figures in this chappresent spectra corrected for
inelastic scattering unless otherwise noted. Pekgified by dosing survey and
dispersion data were fit to Voigt functions Theaunder a Voigt is proportional to
the total population of electrons photoemitted friv@ electronic state. The
population of electrons collected at a given phaiigsion angle could consequently
be plotted as a function of time to study populatiecay dynamics. Similarly, the
time-dependent energetic position of a peak yieteztgy relaxation dynamics. All
measurements include error bars as an assessniestroment error, not as a

rigorously defined standard deviation, unless dtatberwise.

4.3.1 Coverage | dentification

Dosing surveys were performed to identify monotamed multilayer
coverages, in conjunction with subsequent measuresm&xperimentally, exposures

were limited to a minimum of 0.35 L due to the poesly observed low pumping rate
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Figure 4.2: A 2PPE dosing survey of DMSO on Ag(lisl
presented. The data was collected at the 1 Mlagelbias, and
the spectra have not been corrected for inelastattesing.
Intensity has been scaled, and a vertical offsetdeen added to
present the data on one graph.
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of DMSO from the UHV chambeér. The results of a survey using minimum exposure
increments are presented in Figure 4.2 with altspeeferenced to the monolayer
vacuum energy and with no correction for inelastiattering. The energy gap
between the Fermi level and the clean Ag n=1 IPSlauger than the pump pulse
energy; consequently, the only clean Ag featureeoied were thep bulk transition
and the low energy tail of the Shockley surfacee$ta

As DMSO was dosed at 210 K, a new feature, thelRS1 was observed to
grow in and saturate, which is displayed in thectpen labeled 0.7 L of exposure in
Figure 4.2. Subsequent dosing at this temperatadguced no further changes in
2PPE spectra or dynamics. Time-resolved scarts€bverage, however, indicated
small traces of the long-lived, localized multilagtate. The coverage assigned as
monolayer could only be reached after annealingéberated coverage for 10 min at
210 K, presumably to remove small multilayer pascaésorbed at favorable
nucleation sites. After annealing, no featureseweesent from either the multilayer
or the clean Ag surface. The necessity of anng#étirobtain a monolayer is
qualitatively in agreement with the literatdre®® Subsequent dosing at 200 K
produced multilayer coverages. Multilayer thicknesreported in monolayer
equivalences (ML) using a monolayer exposure oft@5L L. This value for
monolayer exposure was obtained by observing sainrat 210 K in subsequent
experiments with larger exposure increments. Tiesk above 1 ML should be
treated as a measure of average exposure, noteas@amption of layer-by-layer

growth. Equation 2.1 was used to calculate a -+.2@3 eV workfunction shift from

57



t=0fs

24'
20'
16'
12'
n=1 8
4
o'

Intensity (arb. units)

24'

16'

12'

T ,
[l

-1.00 -0.75 -0.50 -0.25 0
Binding energy (eV)

Figure 4.3: 2PPE spectra of 1 ML of DMSO are digptl at zero
and long pump-probe delay times at a range of ciodie angles.
Intensity has been scaled, and a vertical offset been added to
present the data on one graph.
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1 ML of DMSO and an additional +0.12 + 0.03 eV fr@ML of DMSO with

guantum defect parameters of 0.1 and 0.15, respécti

4.3.2 Monolayer Dynamics

A monolayer coverage of DMSO was characterized bigpersive, short-
lived, n=1 IPS which showed little solvation. Tirel IPS peak was fit to one Voigt
function at all angles, and its effective mass determined to be 1.5 + 0.1.@mnd
1.7 £ 0.3 iy at pump-probe delays of 0 fs and 167 fs, respalgtivThe curvature is
most evident at higher photoemission angles, wterenergy shift is significantly
larger than the experimental energy resolutioff. No evidence of dynamic
localization was observed, as shown in Figure A3light dynamic increase in
effective mass is seen in Figure 4.4, however Hiifeis small compared to error bars,
and more data points would be needed to confirmttend. Population dynamics
were adequately fit to a monoexponential rise awhy’ at all collection angles and
convoluted with a Gaussian representing the insgtniat response function. The data
and corresponding fits for the 1 ML coverage aafd 24° are presented in
Figure 4.5. Population decay times were foundetshmrt at all collection angles, and
the longest decay time of= 48 + 15 fs was observed at 0°. Populationtitees
were found to be much shorter than our experimeasgonse at all collection angles.
The 1 ML solvation response was found to be smii a/total energy shift of
50 + 10 meV observed at 0°. A standard model biagsion by bulk solvents fits the

response to a Gaussian and one or more exponéftiite data bore little

59



d) 1 | I |
70 © O Solvation -11.65
o V Effective mass
3.7} o -1.60
Py T v
5 © o
o._70k \"4 -1.55
o 72 v vV ¥ v
E v o
m - 73 - v O - 1 50
vV - o
-74 1 | ] | ]
0 40 80 120 160 1.45

Pump-probe delay time (fs)

Figure 4.4. The dynamic energy relaxation at @ #re dynamic
effective mass shift are displayed for the 1 ML DM 8overage.
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to greater uncertainty at longer delays.
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Figure 4.5: The photoelectron count intensitylattpd for the
delocalized 1 ML DMSO n=1 IPS at 0° and 24° and the
localized 2 ML n=1 IPS at 24°. Dots representdbeial data,
and solid lines represent the fits. Intensity hasn scaled to

present the data on one graph.
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resemblance to a Gaussian, an exponential or catdnirthereof, as evidenced in
Figures 4.4 and 4.6. A straight line was empilycsglected to fit the solvation
response at all angles, and the solvation lineesldpr various collection angles of the
1 ML coverage are summarized in Table 4.1 withrdsess of £ 0.03 eV.
Extrapolation of the solvation fit to 420 fs, th@eé for 95% energy relaxation of a

2 ML coverage, yields a total energy shift of 112GtmeV at 0'.

Table4.1: Linear slopesof n=1IPS energy relaxation for 1 ML of DM SO at
various collection angles

0° 4° 8° 12° 16° 20° 24°

Slope

-0.25 -0.26 -0.25 -0.26 -0.30 -0.33 -0.32
(eVlps)

4.3.3 Multilayer Dynamics

A 2 ML coverage of DMSO was characterized by a {twed, dynamically
localizing, n=1 IPS which exhibited a large soleatresponse. The dynamic
localization is shown in Figure 4.7, which showsdratially delocalized IPS with an
effective mass of 1.2 gfully collapsing into a localized state with agéiily negative
dispersion by 800 fs.

However, the extreme broadening of the state fr@#0+ 10 meV FWHM at
0’ to a 440 £ 10 meV FWHM at 24’ should be noté&dDMSO coverage with

anisotropy in the surface-parallel plane could axpthe broadening. Dipole-dipole
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Figure 4.6: The n=1 IPS dynamic energy relaxasatisplayed for
1 ML and 2 ML of DMSO collected at 0°. Delocalizeohd
localized features cannot be resolved for the 2ddicerage at 0°,
and the sum of both contributions was fit to onakpeThe 2 ML
binding energy, therefore, primarily reflects theslatalized
solvation response at early times and the localizetyation
response at long times, which is dictated by théative
populations.
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Figure 4.7 2PPE spectra of 2 ML of DMSO are digpdd at zero,

intermediate and long pump-probe delay times ange of collection angles.

Intensity has been scaled, and a vertical offsetlie®en added to present the

data on one graph. A vertical line has been adtiéite 0° n=1 binding energy

as a guide for the eye.
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interactions induce short-range order and dipogmaient of DMSO on gold
substrates® ®® The local anisotropy could readily produce a €éision relation
dependent on the electrap direction with respect to the dipole-induced stnue:®
Collection of electrons with a specifically definlegldirection relative to the adsorbed
layer structure is prevented by the layer’s lacloafy-range order. The calculated
effective mass of 1.2 gishould only be taken as a weighted average oftefée
masses present in the anisotropic environrtent.

The delocalized n=1 IPS and the localized state weil-resolved at 20° and
24° collection angles and could be cleanly fitvo fpeaks. Extraction of population
and solvation information from the spectrally oapped delocalized and localized
states at the intermediate 12° and 16° collectigles was accomplished with the
treatment of the data outlined in Section 4.5. 3éyaration of localized and
delocalized features was not possible at collecrmyles lower than 12°.

A monoexponential rise and decay function conveolutéh a Gaussian was fit
to the delocalized and localized state populatrachics. The two time constants
were equal within experimental error at every atiten angle for the delocalized
state; consequently an assignment of one congtantise time and the other constant
as a decay time was not possibleThe average of the two constants is reported in
Table 4.2. While over-interpretation of data smstaining only four values should be
avoided, a general trend towards longer rise andydeémes at lowek | is noted.

12> and the references within,

Intra-band relaxation, described by Garrett-Rba
accounts for this phenomenon as electrons relbowterk|. However, the only inter-

band decay mechanism considered by this refereraecay to the metal. The
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unknown, possiblk-dependent rate of localization from delocalizedest would
severely complicate an analysis, such as the afierpeed by Garrett-Roet al?®
Consequently, the competition between inter-bamtiatna-band relaxation is beyond
the scope of this work. A rise timeof 100 £ 15 fs and a decay time of

1 = 460 + 40 fs was obtained for the localized spagulation dynamics measured at

24°, and the data and the fit are displayed infeigus.

Table 4.2: Average of rise and decay times of n=11PSfor 2 ML of DM SO

12° 16° 20° 24°
T (fs) 105 106 85 68

The 2 ML solvation response was found to be largle avtotal energy shift of
220 =10 meV observed at 0°, displayed in Figuée 4he 2 ML delocalized state
exhibited a time-dependent energy relaxation biet & straight line at collection
angles of 12° and larger. For the data collectd®3 16°, 20° and 24°, the localized
state energy shift was adequately fit to a singf@aential, but the standard model of
a Gaussian and an exponential component was altsal tend found unnecessary. As
discussed in Section 4.5, the localized state exital relaxation times and Gaussian
widths are expected to be invariant to photoenisaimyle. The exponential
relaxation time averaged across collection angkes M0 fs with a 15 fs standard
deviation using a single exponential relaxatiorsing the Gaussian plus exponential

model, an average exponential relaxation time &ff$6vith a 20 fs standard
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deviation and average Gaussian FWHM of 210 fs wifl® fs standard deviation was
observed. The large standard deviation of the Saau$WHM indicates that it might

not be a useful or necessary component to destx#b2 ML solvation.

4.4 Discussion

A number of results are singular or otherwise nfarther discussion: 1) our
coverage assignment was benefited by literature OM film growth studies, 2)
the population decay time increase from 1 ML to 2 & DMSO is quite large, and
3) the solvation response of the 2 ML coverageushmarger than for the 1 ML

coverage.

4.4.1 Coverage Assignment: Comparisonsto the Literature

Coverage assignment was verified by thermal désarppectroscopy (TDS)
and Kelvin probe measurements of DMSO ultrathimgilon Au(111) and Au(1065.
Both techniques indicated maximum monolayer desorpates at temperatures ~30
K higher than maximum multilayer desorption. DM3PPE features and the
majority of the workfunction shift were observedoar experiment after monolayer
exposure times at 220 K. However, complete extinasf clean Ag(111) surface
features was never observed at 220 K despite ergmag large as 3 ML equivalence.
Neither TDS or Kelvin probe results would be expddb distinguish a saturated

monolayer from a monolayer with small, exposed hpches, which is a confirmed
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morphology on Au(111) and Au(100) by ST®.Consequently, we believe the 20 K
difference between the nearly-saturated monolayeitize multilayer dosing
temperatures on silver agrees well with the difieesin maximum desorption
temperatures on gold.

The Kelvin probe measurements of DMSO on Au(10pdreed a
workfunction shift of -.62 eV associated with themolayer, followed by a smaller
additional -.15 eV shift attributed to the multismy> The 1 ML and 2 ML
workfunction shifts were calculated from Equatioh @ be -1.20 + .03 eV and -
1.08 + .03 eV, respectively, with quantum defectpzeters of .1 and .15. Similar to
the results on gold, monolayer dosing resultethérajority of the workfunction
shift, and multilayer dosing produced only smakiwes. Partial charges on metal
and sulfur atoms are expected to be larger atiltrer snterface than at the gold
interface, and this property is noted to explamldrger magnitude workfunction shift
of 1 ML of DMSO on silvef® Efficient charge transfer, resulting from theosger
silver-sulfur interaction, followed by reduced apatransfer to subsequent layers is
proposed to explain the +.12 eV shift between 1avil 2 ML, as reported for other

systems with strong substrate/adsorbate interaction

4.4.2 Population Decay Times

The 2 ML IPS clearly decayed back to the metal aruah longer timescale
than the 1 ML IPS. This behavior was consisteth winumber of systems in which

electrons were pushed to the outside of the adddayer, and the additional
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tunneling barrier hindered efficient decay to thetai?> ®” However, the localization
present in 2 ML could solely explain the decay timzease, and a 3 ML coverage
was examined to verify this mechanism. A monoegptial rise and decay were
inadequate to fit population decay, and a biexptaletiecay produced a much better
fit than a stretched exponential. Decay times©#40 + 40 fs and = 5.6 + 0.5 ps
were calculated for the 3 ML localized state at 2Ah order of magnitude decay time
increase is expected when pushing the electron fuMher from the metal surface.
The extra stabilization provided by an addition®d®0 layer to a localized state
residing in the adsorbed layer should be weak sisufficient to explain the large
decay time increase between 2 ML and 3. The 3 ML decay time confirms that
the IPS resides outside the adsorbed DMSO coveragdditionally, the 2 ML
delocalized state decay times are significanthagmethan the 1 ML decay times,
despite the additional decay channel via localratwhich further supports the

conclusion that IPS electrons are pushed to th&dmibf the adsorbed layer.

4.4.3 Dynamic Energy Relaxation M echanisms

An analysis of interfacial electron population amergy relaxation dynamics
at D,O/Ru(001) and BO/Cu(111) interfaces has conclusively shown enegtaxation
that does not result from solvatiéhand this mechanism must be considered in the
context of the current results (Section 2.4.1)lv&®mn-independent energy relaxation
can occur when decay times of interfacial electamesfaster for higher energy states.

A dynamic shift of peak maximum to lower energeslbserved as higher energy
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contributions to an inhomogeneously broadened gealtly more quickly than lower
energy contributions. All population decay dynasm¢ an inhomogeneously
broadened peak resulting from this mechanism igilithin the peak envelope of the
feature at its maximum population. A dynamic sbffthe feature outside of the peak
envelope reflects a real energy shift of the inhgem@ous distribution, and another
mechanism, i.e. solvation, must be included. Ushngcriterion, the energy
relaxation observed in 1 ML of DMSO could be whalyributed to energy-
dependent decay times. The 2 ML data stands imaginboth the localized state
observed at 24° and the combination of solvatetlifes observed at 0° dynamically
shift significantly outside their peak envelopés.summary, the 2 ML coverage
exhibits solvation, while the 1 ML coverage migbt solvate. The following section
attributes all energy relaxation to solvation; enptete lack of monolayer solvation

would underscore these results.

4.4.4 Thelmage Potential State asa Capacitance

Molecular dipole reorientation has previously bebawn to cause dynamic
energy relaxation of IPS’s in UHV experiments®® A rotationally frustrated
monolayer molecular dipole has been previously @sed to explain the low
interfacial capacitance of DMSO measured by elebgmistry. The unifying
physical process connecting bulk DMSO electrochahuapacitance to the dynamic
energy relaxation measured in this experiment ieoutar dipole reorientation.

Electrochemical measurements obtain bulk valuethfoentire solvent, and the
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variation of experimental parameters can be usedaw conclusions about
monolayer (Helmholtz layer) and multilayer (Gouy&pman layer) contributions. A
2PPE experiment is able to separately study moeokyd multilayer coverages and
directly observes layer-dependent dielectric respda injected charge. Across the
shared time range when both 1 ML and 2 ML featureie observable, the 2 ML
response was significantly greater. The 2 ML respavas also significantly greater
than the 1 ML response extrapolated to 420 fstithe required for 95% energy
relaxation in a 2 ML coverage. The smaller sotvatiesponse of the monolayer
compared to the 2 ML multilayer is due to the dasesl rotational reorientation of the
monolayer coverage. The frustrated monolayer eatation inferred from bulk
measurements is evident in this experiment, whielwvd an explicit connection
between in situ measurements and our model elecinberface.

In an attempt to draw an analogy between electioatal interfacial
capacitance and the energy shifts due to solvadisimple model for the dynamic
energy shift is suggested. One should not takentioidel in any quantitative sense,
but rather we develop it more for its pedagogiedlig. The IPS consists of a charge
separation between the electron and its images difarge separation is held at a
potential corresponding to the spacing betweelfrémmi level and n=1 IPS. Viewed
in this context, the IPS and its image could besm®red as a capacitance. We will
recast the solvation dynamics in the context ohcapnce and the dielectric constant.

As an example of the capacitive nature of theesgst simple prediction of
the size distribution of IPS electrons at the Adg(Idacuum interface is made.

Equation 4.2 states capacitance (C) in terms aigeh@) and potential (V) and in
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terms of the vacuum permittivityd), the dielectric constant)( plate area (A) and

plate spacing (d) for a parallel-plate capacitorfiguration.
A
ngzeoea (4.2)

A gross assumption of homogeneous electron andeiiagrge distributions across a
given surface area (A) at the surface normal dordPS expectation value (d)
reduces the IPS and its image to the parallel-gitti@tion. The situation is illustrated
in Figure 4.8. Inserting known, measurable quistifor charge, potential, vacuum
permittivity, a dielectric constant of one and #xpectation value for n=1 in the
surface normal direction, Equation 4.2 predict$atepdiameter of 14 A.

The dielectric constant used in Equation 4.2 ecasdparated into three
components of dielectric response for generic mediagpecified in Equation 4.3.

E=Egn +Emo T el (4.3)

mol

The ionic component,,) is non-existent in the current experiment. Tleeteonic
componentgg) occurs on a timescale faster than our 2PPE merasuts can detéft
and does not contribute to the dynamic responsdy tBe molecular component
(emol), consisting of dipole rotation and molecular aifowns, contributes to the

dynamic dielectric response measured by the cuesgueriment.
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Figure 4.8: The similarity between the configuratof an electron and
its image in the image potential state and a prplate capacitor is
illustrated.
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Energy relaxation times due 4go are highly solvent dependent in bulk solution and
can be in excess of nanoseconds. However, DMS®iexhelatively rapid solvation
as observed by Horrgg al. from the time-resolved Stokes shift of coumari® irb
DMSO solution*® which is consistent with other solvents that ladkydrogen bond
network. They find that the majority of the energlaxation is described with a
0.214 ps exponential decay time, and the longestydigme of 10.7 ps comprises less
than 10% of the total energy relaxation. The lizeal state is visible at pump-probe
delays as large as 2.2 ps in the 2 ML coverageefthie, the current experiment has
access to the time range in which 75% ofghgdielectric response occurs in bdfk.
However, the current experiment is conducted imptiesence of an interface at
temperatures much reduced compared to the bulkspiwhich could potentially
introduce new librational modes and slow largeescallective solvent motions.

A capacitance can be calculated at a pump-prolag @€l0 fs from the n=1
IPS energy above the Fermi level. This effectiveBasures the capacitance before
theemo COMponent can contribute to energy relaxatiorionyy-time capacitance
measurement probes capacitance after completatielaxrom thesmo contribution.
This circumstance is equivalent to measuring tipacisance between two plates with
and without a dielectric medium gf,,; between them. The situation is described by
Equations 4.4:

Ci =¢elCvac (4.43)

Ct =¢elCvact €molCvac (4.4b)

where the 0 fs capacitance)@nd long-time capacitances{@re defined relative to

Cvao the capacitance without a dielectric. The etettrand molecular components of
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Figure 4.9: The electron density in the metal,odosd layer and
image potential state are represented by shaditgecular dipoles,
prior to perturbation by the electron and its imaaye represented by
arrows. The left panel depics. The shading of the adsorbed
molecules indicates that the electron density hr@sdy equilibrated
to the electric field established between the edecand its image.

The right panel depictS;. In addition to the electronic response, the
molecular coordinate has equilibrated to the IRStat field.
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relaxation are also illustrated in Figure 4.9. Sersubstitution eliminates the

unmeasured (& term and expressesgg as a fraction ofe in Equation 4.5.

C
1 _q, Emol (4.5)
Ci Eel

In the context of the DMSO results, instantaneouslang-time capacitance
measurements can be used to determine.ffieontribution in terms ofe for various
DMSO coverages. A reasonable valuestpof 2.19 can be obtained for DMSO by
equatingee to the dielectric response high frequency lirey) (which is derived using
&~ Np> from the index of refraction {).>° Insertion of the, value allows foEmo

determination from the observed, fractiongl/ e

Table4.3: Electrochemical Model Predictionsfor 1 ML and 2 ML of DM SO

1 ML 2 ML

Cap at t=0 (F) 6.0x10%° 5.6x10%°

Cap/A at t=0 (F/ cm?) 7.7x10° 7.2x10°

Cap at t—= (F) 6.1-6.3x10%° | 6.1x10%

Cap/A at t—« (F/cm?) 7.8-8.0x10° 9.3x10”’
Emol .034-.091 18
Emol(Area corr.) .034-.091 26

Cap = capacitance; Cap/A = capacitances per gdt ar
€mol = dielectric constanto(Area corr.) = area corrected dielectric constants

Capacitance ang,, were calculated for the 1 ML and 2 ML coverages an
summarized in Table 4.3. It is curious to notedimalarity of long-time capacitances

between both coverages, however the combinatieffedts by which this
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circumstance occurs implies coincidence. Initeggdacitances (& and presumably
Cuao are distinct between coverages, which result fileendiffering static
workfunctions of the 1 ML and 2 ML coverages. Tigher initial energy of the n=1
IPS in the 2 ML coverage, due to the larger workfiom, is countered by the larger
emol Of the 2 ML coverage. Consequently, the finalrgp@bove the Fermi level of
the solvated electron in the 2 ML coverage is etu#ie energy of the solvated
electron in the 1 ML coverage from the combinawéstatic workfunction and
dynamiceme contributions.

A variety of treatments were employed to reportdata more accurately. The
1 ML coverage showed no long-time asymptote. Ayeaof long-time capacitances
for the 1 ML coverage was established by definimg limiting cases. The lower
limit was defined by the capacitance at the longestsurable pump-probe delay;
long-time IPS energy could not be higher thanvhise. The upper limit was
obtained by considering the solvation timescaltef2 ML coverage. The molecular
response of the monolayer directly adsorbed tstistrate contributes to the
observed energy relaxation of the 2 ML coveragensgquently, the long-time
asymptote in the 2 ML energy relaxation dynamiasiaiestrates the complete
relaxation of the directly adsorbed monolayer. M/the increased distance and
dielectric screening between an electron and tteetlly adsorbed monolayer in a
2 ML coverage might affect the monolayer relaxatieegnitude and could lengthen
the relaxation timescale of the adsorbed monolajtbrrespect to the 1 ML coverage,
the asymptotic energy relaxation defines an uppet for the monolayer solvation

timescale. The extrapolation of the monolayerdireolvation response to the 3
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relaxation time of the 2 ML coverage (420 fs) pd®s a potential from which a
capacitance upper limit is calculated. The trugltime capacitance resides within
these limits.

Capacitances for the 2 ML coverage were calculasaty dynamics collected
at 0°. At this collection angle, the delocalized iPS and the localized state could
not be resolved, and one Voigt function fit the damation of these features. Ideally,
the delocalized n=1 IPS energy relaxation dynamatiected at 0° would be used.
This collection angle was chosen to eliminate piéoontributions of dynamic
effective mass shifts to observed energy shiftshi$ consideration were ignored, the
localized state collected at 24° exhibits an ensfgft of 190 £ 10 meV from its
initial detection at a 90 fs delay time.

Capacitances per area were reported to highlightrtiaignitude of the
capacitance, otherwise obscured by the small nulded area. Estimates of plate area
were made from earlier determinations of the caieréengths of interfacial
delocalized electrons (~100 R)\nd the + & width of a 17 A FWHM Gaussian-
shaped localized stat®.This correction especially affects the 2 Mo computation
due to dynamic shrinkage of the model plate viateda localization. Necessarily, the
corrected and uncorrected 2 Mk, are interpreted as upper and lower limits of the
true value.

The results of, calculations recast the conclusion already reached? ML
coverage has a much larger solvation responsecessxharge. Uncorrected for plate
area considerations, 2 ML of DMSO haseap of 2.0 - 5.2 times that of 1 ML of

DMSO. A correction for dynamic plate shrinkag®iML of DMSO increases itgnol
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relative to 1 ML of DMSO. Whether area correctedat, unique responses are

obtained for the monolayer and multilayer, confimgnexperiments in bulk solvent.

4.5 Advanced Fitting Procedures

It is clear from Figure 4.7 that the localizedstand delocalized IPS’s overlap
significantly at collection angles lower than 20f & 2 ML coverage of DMSO. A
rigorous fitting procedure is required to capture population and energy relaxation

dynamics of this system.

4.5.1 Apparent Negative Effective Mass

First, however, the negative dispersion of thelleed feature must be
considered. A distribution of localized electrostates with localization sizes
dependent on binding energy can cause a negasiperdion to be observéd.
Population decay dynamics are used to distingugslvéen a collection of localized
states with a negative dispersion and a delocatitagé with a truly negative effective
mass. While angle-resolved dynamics of a deloedlgdectronic state selectively
sample sub-sets of the population with well-defikg¢dalues, angle-resolved
dynamics of a localized state sample the same ptpulat a distribution of angles.
Delocalized electrons possess intra-band scatteremhanisms betweds) states,

resulting in varying decay times acrdgsstates. A collection of localized states does
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Figure 4.10: The long-time localized state popatatdecay is
plotted in natural log scale as a function of tiatea range of
collection angles for the 2 ML DMSO coverage. hsi¢y has been
scaled to present the data on one graph.
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not possess intra-band scattering mechanismshandketay times are invariant to
photoemission angle.

At long pump-probe delay times (> 600 fs), theodalized IPS was not
observed for the 2 ML coverage, and the localizategiecay time was obtained by a
fit to a single exponential. Figure 4.10 showsltray-time population decay of the
localized IPS feature at multiple angles. The irarece of decay time to collection
angle is a strong indication that the negativegpdisive feature is a collection of

localized states.

4.5.2 Extraction of Delocalized State Dynamics

The long-time invariance of the localized stateagemonstant was used to fit
spectra collected at 12° and 16°. While the déicag was invariant to angle, the
signal intensity was not. The monoexponential aisé decay function that fit the 24°
population dynamics was multiplied by an intensitgling parameter. The value of
the parameter was calculated by least-squares maation of the long-time
intermediate angle intensities to the scaled 2gufation dynamics fit. The data in
Figure 4.10 are displayed with similar intensitigsusing these scaling factors. At
short and intermediate pump-probe delay timeslateized state intensity was
constrained to values within two standard deviatiohthe scaled 24° intensity.
Similarly, the peak position of the localized stai@s constrained to reside between
the 24° localized state peak position and the @k pssition of the combined

localized and delocalized state. Delocalized stgteamics could be successfully

81



extracted using these localized state constraamt$Z° and 16° data, which results in
fits of delocalized and localized state dynamica tgdtal of four collection angles: 12°,
16°, 20° and 24°. At lower collection angles, tledocalized and localized features
overlapped too closely, and successive fittinghats resulted in a largely varying

delocalized state intensity.

4.6 Conclusion

The calculated capacitances and dielectric cotssthscussed above can only
be viewed qualitatively because of the inherentirmggions and corrective factors.
The simplest interpretation comes directly fromitisasured solvation data, which
clearly indicate a larger, fundamentally differemblecular response for 2 ML of
DMSO compared to 1 ML of DMSO. A direct observatltas been made in vacuum
to confirm a phenomenon postulated from bulk etettemical measurements, and a
connection between the fields of UHV and electrouical surface science was

reinforced.
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Chapter 5: Implementation of Thermal Desor ption

Spectroscopy in the Current UHV Chamber

5.1 Thermal Desor ption Spectroscopy

Thermal desorption spectroscopy (TDS) is a sirtgathnique that provides
clear information on the growth morphology, desorpkinetics and thickness of
adsorbed thin films. Thermal desorption spectrpgaelies on the temperature-
dependent desorption rate of an adsorbate fromfacseu The desorption rate is

expressed in Equation 5.1

_diAl
dt

_Ea
=kox[A]"xe kT (5.1)
which is commonly referred to as the “Redhead mipdeferencing the seminal work
of Redhead® In Equation 5.1, the desorption rate[]/dt) of speciesA depends on
its concentration on the surfagé]() to the order of the reaction)( Molecules of
speciedA can be thought to attempt a desorption event sathe frequenciy
corresponding to a vibration with components norntodhe surface. The act of
desorption requires some amount of enétgyand the fraction of molecules
possessing sufficient energy to desorb is givea tgmperature-dependent Boltzmann
factor.

Redhead discusses a linear ramp of temperaturéuastaon of time for use in

desorption experiments, which is commonly refeteeds the “Redhead method” or
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Figure 5.1: A TPD spectrum measured at a masg/ehatio of 56 amu/e of
a thin film of butanol between 2 — 3 ML in thicksesdsorbed on an Ag(111)
substrate. The peak at 275 K is saturable anegtsmonds to desorption of
the first monolayer. The peak at 233 K correspotalsdesorption of
additional monolayers. Signal at the peak itsethes primarily from the
second monolayer, and the low-temperature bulgeesrifrom small
contributions to desorption from the third and/@hler monolayers.
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temperature-programmed desorption (TPD). Desomegdrial is commonly detected
with a mass spectrometer. The signal from detaotgrial is plotted as a function of
substrate temperature and is proportional to tkergéon rate in Equation 5.1. A
representative TPD spectrum collected with our erpental apparatus is shown in
Figure 5.1. The peak shape of a desorption featuael PD spectrum is exponential
at low temperatures (i.e. early times) as a redutie Boltzmann factor in
Equation 5.1. At higher temperatures, the depiedicthe adsorbed layer becomes
significant, and the observed signal is reducedlegorption energy can be extracted
by fitting an exponential to the low temperaturetjpm of the spectrum where
depletion effects are negligible.

A number of properties of ultrathin films can beragted from TPD studies.
The number of desorption features in a TPD spectamindicate the number of
energetically distinct adsorption environments pnesit the interface. TPD can
distinguish adsorption energy differences arisnognfadsorption on the bare substrate
versus adsorption on other adsorbed moleculessarpiibn at atomically flat terraces
versus adsorption at defects and step etfg€s/? Additionally, dosing procedures
for film growth can be determined using TPD. Thiegrated area of a desorption
feature corresponds to the total amount of matdaabrbed. A study of dosing time
versus integrated peak area can indicate the bdttyraf a feature and the
corresponding thin film coverad@.”* Appropriate dosing and annealing temperatures
can be selected by observing the temperaturesiahvitms desorb. Furthermore,
these data can be extracted for multicomponenffilhas with the molecular

specificity of mass spectrometric detection, aredrtiative concentration of
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components in a multicomponent thin film can beedatned from integrated peak

areas and mass spectrometer response factors.

5.2 Component Synchronization for TPD Measurements

Multiple requirements have already been spectfiatl are necessary to
conduct a TPD experiment. Substrate temperatureatonust be capable of
producing a linear ramp rate. Typical ramp rateSRPD experiments range between
1 -5 K/s. The mass spectrometer must be capabdpid, precise data logging to
accurately record the shape of a desorption pAakonolayer coverage can fully
desorb in less than 5 s, and it is highly desirédblgescribe the desorption peak with
twenty or more data points; therefore, a mass speeter sampling rate of 4 Hz or
higher is also required.

Finally, the logging of temperature and mass spatter data must be
synchronized to provide a TPD spectrum. Synchatdir is feasibly accomplished
by PC-controlled data acquisition and time stampihdata. The mass spectrometer
was purchased with software included that quictifysland time stamps data.
However, | wrote the software for temperature aarftom the PC. Simultaneous
execution of both the mass spectrometer and tertopereontrol software from the
same PC has allowed TPD to be performed on a nuailein films. The system
was calibrated with xenon and naphthalene thinsfilwhich have well-characterized
TPD spectra in the literatuf&.” Since its implementation, TPD has provided a

useful surface characterization technique for titims of DMSO, butanol/water
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mixtures, toluene, various lengths of thiophenesm-temperature ionic liquids and

other materials.

5.3 Theory of PID Temperature Control

The hardware for substrate temperature controldeasribed previously in
Section 3.4. Briefly, sample temperature inpuftrfra thermocouple is used to
determine the correct, signal output to a varigloler supply (up to ~45 W), which
powers a resistive heater located under the sampleief lag exists between the
application of power to the heater and a detectifiglenocouple response. The lag
presumably results from the time required to trahbleat through the sample. The
method, by which theorrectpower output is determined to provide stable satest
temperatures in the presence of a lagged respsri@®portional, integral, derivative
(PID) temperature control. PID control theory isldeveloped’ and can provide,
rapid, precise control of a target variable, in case the control of temperature. For
our purposes, the temperature controller must geo%) a rapid transition to a
specified target temperature for dosing, sputteaimgj annealing with a low overshoot
and sub-Kelvin stability and 2) a stable, lineanperature ramp.

The silver substrate can be thought of as a systehermal contact with a
surrounding bath. Following a thermal perturbatibie sample will return to the bath
temperature as heat flows from the sample to the bEhe rate of heat transfer
(dQ/db is linearly proportional to the difference in teenature between the sample

and bath4T), expressed in Equation 52.
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_9Q _jat (5.2)
dt

Consequently, the relaxation of sample temperatlatéed as a function of time has
an exponential shape. Empirically, the linear Hieat model of Equation 5.2
reproduces the observed thermal relaxation ofdbstgate rather well and will be
used for temperature control simulations belowe bath temperature in our
experimental apparatus is either room temperatuaecoyogenically cooled base

temperature of ~130 K using liquid nitrogen cooling
5.3.1. Proportional Response

Proportional control produces an outpRf proportional to the difference
between the sample temperaturednd a preset, target temperaturg,(and the
proportionality is determined by a constak) ( Equation 5.3 specifies the behavior
of a proportional control device.

P=—kp x(T -Tp) (5.3)
The proportionality constalip is an system-specific, empirically derived paramat
the control algorithm. For the current experimeafgparatus, a positive valuelef
can only be obtained by defining the right-hane siiEquation 5.3 with a negative
sign. When the sample temperature is less thatatbet temperature, heating is
needed. Consequently, wh&, is negative, a positive value Bfto the power
supply is required, which necessitates the ingedfa negative to preserve a positive

ke. The sign okp is chosen to be positive by convention.
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While some control algorithms require nothing mitven proportional control,
the drawback of such a setup is apparent neaatetttemperature. Whdn= Ty,
the proportional output from Equation 5.3 is unaabily zero. As a result, no heating
occurs when the substrate is at the target temperaind the onset of cooling will
quickly remove the substrate from the target teapee. Thus, a proportional control
is inherently unstable at the target temperature.

Two cases of instability are illustrated in Fight2. These cases are generated
from numerical simulations using Equation 5.2 fooling and Equation 5.3 to
provide proportional heating. A lag time is inserbetween the proportional output
and its effect on substrate temperature which elesithe lag time present in the
experimental apparatus. Additionally, a maximuratimg rate is imposed, which
reflects the power limit of the resistive heat&he proportionality constak may be
set too low, as in the upper panel. In this cteetarget temperature is never reached.
In the lower paneks is set too high. The temperature oscillates atdha target
temperature, and an initial temperature spike yreateeding the target temperature
is present.

The needed precision for a given application deteeswhether the
aberrations present in Figure 5.2 are acceptabdéyl smihe simplicity of a
proportional-only controller is advantageous fomyapplications. However, an
implementation of the lowp case in our apparatus produces sample temperétites
or lower than the target temperature, with the ritada of T — Ty proportionally
dependent on the difference between substrateaseltbmperature. Both the

temperature-dependent error in sample temperataréha slowness of the response
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Figure 5.2: Numerical simulations of proportior@ntrollers
using lowke (grey) and highk (black) values are displayed. The
target temperature is indicated by the dotted line.
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of a lowkp proportional controller prohibit its use in ourpapatus. A highe
proportional controller produces periodic oscitdas with peak-to-trough amplitudes
of 10 K or larger and is consequently unsuitableofo purposes. A more complex

control system is required.
5.3.2 Integral Response

Integral control produces an outpUtgroportional to the difference between
the sample temperature and the preset, target tatupeintegrated over time. The
proportionality is determined by a constak}.( Equation 5.4 specifies the behavior of

an integral control device.
t
| =—k; x jOT(t)—Todt (5.4)

Alone, an integral controller functions similarty & much lagged proportional
controller. The difference between integral conéired proportional control is that an
integral control can have non-zero output@and will eventually reach the target
temperature in a low- setup. However, because of its slow responsggrat control

is generally used in conjunction with proportionahtrol, referred to as a PI
controller. The output of a Pl controller is thersof P andl components. Typical
implementations of Pl control rely on the propartabcomponent for the majority of
the output when the substrate temperature isdan the target temperature, while the
integral component corrects for proportional undeating near the target

temperature.
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Figure 5.3:Top A numerical simulation of a lowe proportional controller (grey)
is plotted in comparison to a simulation of a PI controller, whishs the samk;
(black). Bottom: A simulated integral controller which uses the s&m&s the black
curve is plotted. Note the difference in time axis betweetspand note the eventual
convergence of the Pl and | controllers to the target temperature.
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Target temperatures are often far from initial penatures. During the initial,
proportional control-dominated warming to the tartgenperature, a large value for
the integral response can accumulate, which resuétdarge, initial spike above the
target temperature. Because the proportional caemgacan drive initial heating,
integral control is not required at early timehieBelective removal of the integral
component at temperatures far removed from thetaaes not affect the stability of
the control algorithm and eliminates the initigleigral spike. The only additional
parameter for refined integral control is a thrédhahich specifies a quantitative
criterion for the “nearness” of the temperaturghetarget. In our apparatus, the most
reliably stable indicator of nearness is the magigtof the output signal excluding the
integral component. Specifically, when the outpltage of the sum of proportional
and derivative components is less than 8 V, thetsaile temperature is evaluated as
near enough to activate the integral component.

Figure 5.3 shows the results of numerical simoietiusing proportional,
integral and proportional + integral control. TPlecontroller is shown with a
threshold for the initiation of integral controlhe controls with an integral
component arrive at the specified target tempesgatarcontrast to a purely
proportional control algorithm. However, the imagcomponent equilibrates rather
sluggishly, and a PI controller approaches thestarmmperature relatively slowly. A
more advanced control algorithm is required to kjyiepproach a desired target

temperature.

5.3.3 Derivative Response
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Derivative control produces an outpD¥) (proportional to the slope of the
difference between the sample temperatlyed the preset, target temperatdig (
with respect to time. The proportionality is detered by a constankf). Equation

5.5 specifies the behavior of a derivative contielice.

D =kp x 20 -T0) (5.5)

The derivative output is added to the proportiaral integral outputs. Unlike the
proportional and integral control equations, noateg sign is required to define the
derivative control equation with a positike value. That is to say, the derivative
component of the output works to oppose all temtpegachange, producing a positive
output when the sample is cooling. The dissipalimevative component damps
temperature oscillations and the initial overshaidtighke and highk; controllers.
Consequently, proportional or integral constantslm&increased upon the addition of
a derivative term. An increase of the proportiarahtegral response allows a
quicker approach to the target temperature, whaederivative component mutes
instabilities near the target temperature. Figudeshows the speed gain of PID
control over PI control using numerical simulatiofdD control allows sufficiently
rapid attainment of a target temperature for thB €Rperiments without significant
initial overshoot.

At temperatures far removed from the target teaipee, the effect of the
derivative component is negligible. The insengiito the derivative component
results from the maximum output of the heater. fid&ter response requested by

proportional or Pl control substantially exceedsitieximum heater output when the
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Figure 5.4Top A numerical simulation of an optimized PID coriigo (black)
is compared to a simulation of an optimized Pl cdlEr (grey). The PID
controller converges to the target temperaturgéddmuch more quickly than
the PI controllerBottom The optimized PID controller (black) from the &pp
panel is compared to a Pl controller (grey) whiskaithe samie andk;. The
derivative damping allows use of lardgerandk; in the PID controller which
would otherwise cause oscillations using P control
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sample temperature is 15 K or more from the taegaperature. As a result, the total
PID output exceeds the maximum output unless thpkeatemperature is near the
target temperature. Under the conditions of canigtaandk;, adjustment okp
determines the magnitude of theesponse and consequently sets the threshold
temperature, at which the total PID response ngdoexceeds the maximum heater
output. Only at this temperature can Bheomponent begin to slow the rate of
heating. The value & must be adjusted to lower the threshold tempezdtua

value that allows sufficient time for the influenaietheD component to prevent an

initial overshoot of temperature.

5.4 Softwar e | mplementation of PID Temperature Control

| have written multiple software implementations PID temperature control
in Labview. Two, stable software builds have besed during the course of my
graduate work. The older build more intuitivelydl@ments the theory of PID control.
It is explained for its pedagogical value. The aeetwild of the PID temperature
control software can be best understood as an degoethe old build, which
introduces resource-conserving conventions. Bechaoth the mass spectrometer and
the temperature control program are run from tineesBC, and because the mass
spectrometer software can collect data pointsgaicker rate when more system
resources are present, CPU and memory conservagiana design motivation for the

newer software build.
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5.4.1 Original Software Build

The original software build relied on a constdriQ — 1000 Hz) sampling of
the thermocouple output. The temperature from gaehy of the thermocouple was
stored in a chronological array. An additionabgrstored the time delay between
thermocouple sampling events. The lengths of treeysa were determined by the
component which required the largest sample ohtbeouple data for computation:
the integral component. When the arrays filled, fttst elements of the arrays were
discarded, and the value of every array elementiraasferred to the element before
it. The new values were inserted in the newly ngdast array elements, thus
preserving the chronology of the array. This mdtivas horribly computationally
inefficient. An improved method of bookkeeping wesbhave been to keep an index
of the oldest array element. Upon each thermoeosguinpling event, only the array
value of that index would be replaced, and thexngleuld be shifted by one.
However, the software build outlined in Section.3 gresents additional advantages;
consequently, this improvement was not implemented.

To calculate proportional, integral and derivatigsponses, values from the
arrays were used. Up to ten array elements wex fos the averaging of
components that were theoretically instantaneai$) as the proportional response,
to remove some of the noise fluctuations in thentfeeouple reading. The integral
component required calculating the product ofathperature array elements with all
time delay array elemenés every iteration Since the array length is finite, the

integral response is necessarily somewhat trunchtedever it fulfilled its function
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by being temporally much longer than the proposdland derivative components.
The program allowed for on-the-fly adjusting af@anmber of parameters: the
proportional, integral and derivative constants, tiiamber of bins to be used in the
integral component calculation, the number of binaverage for proportional and
derivative components, and the high and low ouipits. Additionally, the program
contains a switch to turn temperature logging ash @ When temperature logging
was activated, the average temperature from thequg 100 ms was saved to a text
file with a time stamp. The low output limit wasiacessary feature, and its value was
not set to zero. It was determined that the paupply responded to temperature
control outputs no less than 3.2 V. As a reshé,low output limit, when set to 3.2 V,
adds an offset of 3.2 V to the PID output. Tempeeacontrol after the installation of

this feature was subsequently more stable.

5.4.2 Current Software Build

The conservation of CPU cycles was the primaryivation for a redesign of
temperature control software, because the mastgrepeter can log data points more
quickly with a larger share of CPU power. The poas software build used up to
80% of CPU cycles when the resources were idledintain a stable temperature.
The current software build implements a numberoofjgutation-saving algorithms,
which allow PID temperature control with less 2886 of CPU cycles.

The current build removes the computationally espee shifting of all array

values at every iteration. However, a conventsomiplemented to remove the arrays
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entirely while still preserving the necessary hgtaf temperature values for PID
control. The removal of the arrays greatly redubesmath that must be performed at
every iteration, such as summing of all temperatne delay products for the
integral response. The convention that is intredwstores all relevant temperature
information in one value. This is accomplishedhwiinning weighted averaging of
the temperature. The temperature value obtairmed & sampling eventy) is
incorporated into the running weighted average tratpre ' w.) t0 generate a new

running weighted averag@.,) with the following formula:
Trwa = A=) xTi + g xTrwa (5.6)
The parametery is a value between zero and one, and it repreaaigsay rate.
The function ofry can be more clearly illustrated by the definitadiT’ . as it
appears in Equation 5.6. Because of the iteratatare of the control program;wa

can be expressed as the sum of all previous sagnplients, with each event scaled by

rq to the appropriate degree.

Towa = (1_rd)XZ(rd)i_1XTi (5.7)

Here,i is an index representing the number of iteratafriSquation 5.6 to which a
particular temperature readifighas been subjected. From Equation 5.7, it can be
seen that the magnitude of a particular temperatitee, and thus its influence on
Twa, diminishes upon multiple iterations. The iteratdecay of a term approaches
exponential decay as> «. The rate of decay is governed by the value,ofiith
values approaching one producing longer decay tiamesrunning weighted averages

can be discussed in terms of long (highand short (lowg) duration. Effectively, the
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adjustment of 4 is analogous to the adjustment of the array lemmgthe old software
build.

Unlike the array length in the old software butlie decay rate; is not a
useful or intuitive quantity for use in PID contrdbpecifically, they does not relate
linearly or simply to the decay time of a particut@easurement. Adjustmentmfis
accomplished by the software user through the adgrs of a quantity labeled ‘half-
life’, measured in units of iterations. The halélis calculated from the traditional
definition as the number of iterations requirededuce an input value to half of its
original magnitude. A value of the half-life cae bbtained in units of iterations by
solving fori in Equation 5.8:

Ti=Tx(rg) ™ (5.8)
under the condition df, =0.5x T. The half-life provides a much more intuitive
connection to the array length as expressed inltheoftware. As an example,
doubling the half-life from 75 iterations to 15@r#tions produces a tiny changedn
from 0.9907 to 0.9954. Whilg is the quantity used by the control program via
Equation 5.6, the half-life is a much more accdesinantity for the end user.

The running weighted average provides a methodtgh the history of
temperature sampling events is condensed into aloe vand the half-life effectively
determines the time over which the value is avetaggnly one computation,
Equation 5.6, is required per iteration for a rungniveighted average! In practice,
multiple averages are required for PID control,chhieflects the differing timescales
needed for computation of proportional, integrad derivative components. In the

current software build, one, short average is tise@dmove temperature fluctuations
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from the proportional response. A very long averigused for the integral response,
with the value of the average tracking thierTg) x dt product. Three averages are used
in the calculation of the derivative componentaaerage is used for the valuedbf

an average with the same half-life asdhaverage is used f¢fF-To), and an average
with a half-life half of the other two componergsuised for an additionérl-To)
measurement. From the three averagd§] &p)/dt term can be calculated.

In short, the computational load per iteration iscmreduced in the new
software build compared to the summing and mudigtion of array elements.
Additionally, the running weighted average meth®dampletely scalable. The
extension of the time, over which a variable israged, imposes no additional CPU

or memory requirements, unlike the old softwarddui

5.5 Tuning the PID Controller to the Apparatus

The adjustment d&, k; andkp to provide a rapid, stable acquisition of a target
temperature is a simple matter. Each adjustmeatppbportionality constant is
followed by the acquisition of a target temperateife0 K above the substrate
temperature, and the behavior of the controllebserved. First, the proportional
response is varied with andkp set to zero. The threshold valuekpis determined
for the onset of the oscillatory behavior showifrigure 5.2, andp is set slightly
below this value. Next, the integral componenihcseased to a value slightly below
the onset of additional oscillatory behavior. Aidative component is added, and the

combination of proportional and derivative compdseas increased until additional

101



adjustments produce either oscillatory behaviaromitial spike above the target
temperature. Finally, the integral component caimbreased somewhat as a result of
derivative damping. The result of the tuning pohege is a program capable of sub-
Kelvin temperature fluctuations at the target terapge: without an initial

temperature spike above the target, in times less 10 s after the initial approach of

the temperature within 10 K of the target.

5.6 Linear Temperature Ramping for TPD

The collection of easily-interpretable TPD specgmguires a linear ramp in
substrate temperature. Modifications to the Pibgerature control algorithm were
considered, but a detailed ramp control programqmannecessary. The rate of
change of the substrate temperature with respeithéodT/d{) is proportional to the

total flux of heat from the substrate, as expressdtjuation 5.9:

ar _ dQneater+ dQoss (5.9)
dt dt dt

wheredQneatefdt anddQgsddt are the respectively positive and negative heatitep
induced by the heater and by loss of heat to thewuding bath. As specified in
Equation 5.2dQsddt is dependent on the difference in temperature dastvihe
sample and the bath, which produces a temperaggpendentT/dtand a non-linear
temperature ramp.

However, in the limit 08Qeatefdt >> -dQosddt, the ramp rate becomes quite

linear when using a constant heater power. Operali the heater near its maximum
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output (35 — 45 W) produces temperature ramp tatgeen 1 — 3 K while using
cryogenic cooling. Under these heating condititims temperature ramp rate has
been empirically determined as quite linear un@€r K, and non-trivial deviations
from linearity only emerge above 500 K. EffectiyelQeate/dt >> -dQosddt at all
temperatures relevant to the thin films which weldgt As a result, no advanced

ramping algorithms were required for the experirakapparatus.

5.7 Summary

| have implemented a TPD apparatus with mass repeetric detection in the
UHV chamber. | have written a PID temperature grgrogram for use with TPD
measurements. The system provides rapid acquigifitarget temperatures and a
linear ramp rate at temperatures below 500 K. é&ffieiency of the PID algorithm
allows sufficient CPU cycles for simultaneous, higkolution collection of 3 - 5
mass/charge ratios by the mass spectrometer. urrentimplementation of TPD has

proved useful in the characterization of many thins by myself and coworkers.
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